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Introduction
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Fully Adaptive Self-Attention(FASA)

Three operators in FASA
1. Global Adaptive Aggregation
2. Local Adaptive Aggregation 
3. Bidirectional Adaptive Interaction
All based on Context-Aware Feature Aggregation

Global Adaptive Aggregation:

Local Adaptive Aggregation:

Bidirectional Adaptive Interaction:



Global Adaptive Aggregation



Local Adaptive Aggregation



Bidirectional Adaptive Interaction



“Interaction” v.s. “Fusion”



Overall Architecture
 
1. Hierarchical Stages
2. Conditional Positional Encoding (CPE)
3. Fully Adaptive Self-Attention (FASA)
4. Convolutional Feed-Forward Network 

(ConvFFN)

For one block:



Experiments

Comparison with the state-of-the-art on ImageNet-1K classification



Experiments

Comparison with the state-of-the-art lighweight model on efficiency and performance



Experiments

 Comparison with general backbones.



Experiments

Comparison to other backbones using RetinaNet and Mask-RCNN on COCO val2017 object detection 
and instance segmentation.



Ablation Study

Different self-attention mechanisms comparison

Comparison with four baseline models when use the same layout with Swin-T.

Main components analysis



Summary

• an efficient vision Transformer backbone
• Fully Adaptive Self-Attention
• superior performance on many downstream vision tasks
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