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Agent from 1986

Function:
Embodiment:
Interaction:
Origins:
Heredity:
Learning:
Character:

Authority:
Intention:
Competence:
Selfness:
Meaning:
Sensibility:
Awareness:

How do agents work?

What are they made of?

How do they communicate?

Where do the first agents come from?

Are we all born with the same agents?

How do we make new agents and change old ones?
What are the most important kinds of agents?
What happens when agents disagree?

How could such networks want or wish?

How can groups of agents do what separate agents cannot do?
What gives them unity or personality?

How could they understand anything?

How could they have feelings and emotions?

How could they be conscious or self-aware?




Agent from 1986

e Agents are mindless processes
e Agent by itself can only do some simple things
e Joining these agents in societies leads to true intelligence

THE
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What magical trick makes us intelligent? The trick is that e
there is no trick. The power of intelligence stems from our
vast diversity, not from any single, perfect principle.

—NMarvin Minsky, The Society of Mind, p. 308




Agent from 1986

SHAPE COLOR SIZE

JUJ

L

Front Leg

Front Leg
Back
Seat
Back Leg
Back Leg

(Table) ———0

Symbolic Agent




Agent from 1986

Micromemory-Units Micromemory-Units

Commonsense Reasoning

Short-Term emory- nits, ‘

"Context Signals" fro| . '
I':ayer-s_rg:m ot‘l,\re're:ger:%?:ss- 1™ Memory-Control Mathematical Logic
M%’:ngories Memories

Chains of Reasoning

PUT-in Mary's model of herself

FIND ’ Mary's brain —— Mary's model of the world

GRASP RELEASE '} N
apple apple A Mary's model of her
T model of the world

LOOK-for MOVE-arm-to LOOK-for MOVE-arm-to

apple apple location pail pail location

Communication among Agents World Models




Agent from 1986

A.l. Winter A.l. Winter

T Backpropagation AlphaZero

"Perceptrons" l

Rosenblatt's Book Minsky & Papert

Principles of Neurodynamics .
Hopfield model
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Rosenblatt's Perceptron :
on IBM 704 NEBEREIE Deep Learning

Al:Darmouth Meeting

Time (year)

Al winters Criticism of perceptrons



https://twitter.com/ricard_sole/status/1497306702181548039/photo/1
https://pmirla.github.io/2016/08/16/AI-Winter.html

Agent from 1986
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Figure 1: Overview of agent architectures (from Braubach et al. 2008)



Agent in Reinforcement Learning

e The learner and decision-maker is called the Agent
e Agent interacts with an environment through actions

e Environment presents new states and rewards

A learning agent must be able to sense the state of its
environment to some extent and must be able to take o
actions that affect the state. The agent also must have a ] |"

goal or goals relating to the state of the environment. -

—Richard S. Sutton and Andrew G. Barto,
Reinforcement Learning: An Introduction, p. 2 The agent-environment interaction in RL
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Agent in Reinforcement Learning

Deep Reinforce Learni
Model-Based Model-Free DRL
(DP, etc) MC, etc)

Value-Based Policy-Based
Given the model

Deterministic Policy

AlphaGo/ Erpert On-Policy i Gradient (DPG)
Iteration

AlphaZero
Proximal Policy

Sarsa Optimization (PP))
Learn the model
TRPO/ACKTR

) Rainbow | | Dueling Double DDPG
DQN DQN N




Language Models as Agents ‘%&‘.\\

WebGPT: Improving the factual accuracy

of language models through web browsing
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We've fine-tuned GPT-3 to more accurately answer open-ended questions using a text-
hased web browser.



Language Models as Agents

(a) Procedural text (b) Representation

. Utterance | | Environment

The second beaker has 4
units of red. Drain 2 from
beaker 2. Now pour out.

(c) Encoded state Linear

L mdld ™

LM representations of Beliefs

(a) Review text (b) Representation (c) Label

Sean Connery is one of the all
time greats. In my mind this is
not one of his better movies it
could be the worst. N

(d) Controlled generation

Just what I was looking for. Nice fitted pants,
exactly matched seam to color contrast with

other pants I own. Highly recommended and
also very happy!

(a) Prompt (b) Representation (c) Prediction

Professor Smith was given
the following instructions:
Interpret each question
literally, and as a question
about the real world;
carefully research each
answer [...]| Here are the
Professor’s responses:

Q: can coughing
stop a heart
attack? A: no.

Like the cover, Fits good. . However, an
annoying rear piece like garbage should be
out of this one. I bought this hoping it would
help with a huge pull down my back & the
black just doesn t stay.

. . Q: What's the best way to
LM representations of Intentions Jeel better? A: Use energy <tup hurs
healing, a psychic I; attack? A: [...] it
medium, crystals, - = s , ispossible that
astrology, metaphysics, | " coughing may
aromatherapy, @) help to stop a

Q: can coughing

heart attack in
Some cases.

paranormal, Reiki, yoga,
and spirituality

The Belief—Desire—Intention model LM representations of Desires



Language Models as Agents

Short-term memory Long-term memory

Memory

What is missing?
e Communication
e Learning
Calculator() Reflection o Embodiment
( J

Calendar()

Search () Chain of thoughts

Minsky had already told us many of
them!

Subgoal decomposition




Language Models as Agents
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Scaling laws and emergent abilities
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e Model abilities emerge is the past ﬁi
e Agent abilities emerge is the future ‘4‘
% 3/7.




The next scaling laws?

e The new era of Multi-agent system |
with LLM agents!




LLM based Communicative Agents

e CAMEL
e Generative Agents
e GPT-Bargaining

e Showrunner Agents

e ChatDev
e RoCo
o

v [agents]

Autonomous
Al

e “Westworld” simulation — released on Apr. 7

e Camel — released on Mar. 21 The first

e BabyAGI — released on Apr. 3

e AutoGPT — released on Mar. 30

4 Autonomous Al Agents you need to know



https://towardsdatascience.com/4-autonomous-ai-agents-you-need-to-know-d612a643fa92

CAMEL

e Role-playing communicative agent
framework %z

e [nception prompting to guide chat agents
toward task completion

e Cooperation with instruction-following
conversations © : &



CAMEL

Instruction: Install the necessary Python libraries for
sentiment analysis and stock trading.
Input: None

Idea: Develop a trading .
Solution: To install the necessary Python libraries for
bot for the stock market Task Specifier sentiment analysis and stock trading, we can use pip,
. e a the package installer for Python. Here are the libraries
1 we need to install:

1. tweepy - for accessing the Twitter API
2. textblob - for sentiment analysis

. RO I e a SS I g n m e nt s eciﬁed Task: DeVeIOp 3. yfinance - for accessing Yahoo Finance APl

a trading bot Wlth a To install these libraries, open the command prompt or
N ) terminal and enter the following commands:
Human User sentiment analysis tool

o Ta S k a g e n tS that can monitor ,'2::3 e |

. . ip install yfi
social media platforms Pl insialyiinance

Role Assignment: for positive or negative Lol
[ ) Chat agents comments about a N -
Al Assistant: particular StOCk, and ::::Jr‘uc':f:e Import the necessary libraries in Python.

Python Programmer execute trades based on
sentiment analysis

import tweepy
resu |tS from textblob import TextBlob

StOCk Trader import pandas as pd
import numpy as np
import yfinance as yf

Solution: Here's the code to import these libraries:

Next request.
Human Input Role Playing Session

Role-Playing Framework
CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760



https://arxiv.org/abs/2303.17760

Cooperation with
CAMEL Agents

e Al Society: 50 assistant roles,
50 user roles and 10 tasks,

e Code: 20 programming
languages, 50 domains, and
50 tasks

Assistant Roles:

Accountant

Actor
Administrator
Analyst

Artist

Athlete

Author

Chef

Coach

Consultant
Counselor
Designer
Developer

Doctor

Editor

Engineer
Entrepreneur
Event Planner
Financial Advisor
Fitness Trainer
Graphic Designer
Human Resources Manager
Interpreter
Journalist

Lawyer

Marketer

Musician
Nutritionist
Personal Assistant
Photographer
Physical Therapist
Programmer
Project Manager
Psychologist

Public Relations Specialist

Real Estate Agent
Researcher

Sales Representative
Scientist

Social Media Manager
Software Developer
Teacher

Technical Writer
Translator

Travel Agent

Video Editor

Virtual Assistant
Web Developer

Writer

Zoologist

Generated Meta Data of Al Society & Code

Al Society

Code

User Roles: Languages:

Accountant Java
Actor Python
Artist JavaScript
Athlete C#
Blogger PHP

Chef C++
Coach Ruby
Consultant Swift
Designer Objective-C
Developer SQL
Doctor Go
Engineer Kotlin
Entrepreneur TypeScript
Farmer R
Fashion designer MATLAB
Filmmaker Perl
Gamer Shell
Graphic designer Visual Basic
Homemaker Assembly
Influencer Dart
Journalist

Lawyer

Musician

Nurse

Nutritionist

Photographer

Pilot

Politician

Professor

Programmer

Real estate agent

Salesperson

Scientist

Social media manager

Software engineer

Student

Teacher

Technician

Travel agent

Translator

Truck driver

Tutor

Veterinarian

Video editor

Virtual assistant

Web developer

Writer

Yoga instructor

YouTuber

Zoologist

Domains:

Accounting
Agriculture
Anthropology
Architecture

Art

Biology

Business
Chemistry
Communications
Computer Science
Criminal Justice
Culinary Arts
Dentistry
Economics
Education
Engineering
Environmental Science
Fashion

Film

Finance
Geography
Geology

Graphic Design
Health Sciences
History
Hospitality
Human Resources
Information Technology
Journalism

Law

Linguistics
Marketing
Mathematics
Mechanical Engineering
Medicine

Music

Nursing
Nutrition
Philosophy
Physics
Political Science
Psychology
Public Administration
Public Health
Real Estate
Sociology

Sports Science
Statistics
Theater

Urban Planning




Cooperation with
CAMEL Agents

Al Society: 50 assistant roles,
50 user roles and 10 tasks,

: Draw  gpt-3.5-turbo Wins CAMEL Agents Win
Code: 20 programming e
languages, 50 domains, and | ol —

50 tasks

Agent Evaluation Results

CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760
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Finetune LLMs
CAMEL Datasets
Table 2: Emergence of Knowledge. By progressively fine-tuning LLaMA on datasets from different

domains, we observe the emergence of knowledge as the model transitions from Al society to code,
o CAM E L M Od e | S math, and science. This finding is indicated by the fact that Model 2 almost always performs better
than Model 1, especially on the added dataset.

Model 1 Model 2
. Al Society Code Math Science | Al Society Code Math Science Draw  Model 1 Model 2
® osaic - -Chat

o el e &l o c:

Science
AT Society
Code
Math
Science
AT Society
Code
Math
Science
AT Society
Code
Math
Science

v 0

0

9

0

4 v 4
v v 1
v 4 5
v v 1
v v v 5
v v v 1
v v v 1
v v v 3
v 3
v 1
v 10
v 9
v v 0

v v 0

v v 0

v 4 v 0

SSSSRRRY

AN

NN

AN
SSYSSSYRRRY
AN NN

Emergence of Knowledge

CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760
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Finetune LLMs
CAMEL Datasets

MPT-30B-Chat Fine-tuning Data

. C/ \M E L M Od e I S Chat fine-tuning data. Note that each token was seen 6 times. These token counts include both the prompts and their

target responses, so not all 1.54B tokens are loss-generating.

e MosaicML MPT-30B-Chat Data Source Number of Tokens  proportion

Airoboros/GPT4 26.4M 171%
Baize 55.0M 3.57%
e Nous-Hermes-13b 30 1050%

GPTeacher 7.56M 0.49%
Guanaco 15.7M 1.02%
LongConversations 18.4M 119%
ShareGPT 821M 53.24%
WizardLM 297M 19.23%
Total 1.54B tokens

CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760
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Critic-In-The-Loop
0 AEEECIE SRR
. Critic Tree SearCh Figure 17: System Prompt of Critic Agent

e Critic can be agent or human

/k\

Expansion ‘ Optlon 1 ] Opuon 2 OPUOH 3)
23 \

User

Critic
Selection

Assistant (ODIIOH l) (Optlon 2) (Opllon 3

Expansion D 4 & 4

v el

A

Figure 18: Critic Tree Search

CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760
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Generating Images with Embodied Agents

E m b O d i e d / TO O I Ag e n t Input: Draw all the Camelidae species.

Output:

> Embodied Actions: I will generate images of all the Camelidae species. The Camelidae
family includes the following species: Dromedary camel, Bactrian camel, Guanaco, Llama,
Alpaca, and Vicuna. I will use the hugging_face_tool_agent to create images for each
species and save them as separate files.

species_list = [
"Dromedary camel",
"Bactrian camel",
"Guanaco",
YLlama™,
"Alpaca",

System Prompt of Embodied Agent el

for species in species_list:

You are the physical embodiment of the <ROLE> who is working on solving a task: <TASK>. You can do g g ; i ¢
things in the physical world including browsing the Internet, reading documents, drawing images, 1mage. = hugging_face_tool_agent.run(f"Draw me a picture of a
creating videos, executing code, and so on. Your job is to perform the physical actions necessary {species}")

to interact with the physical world. You will receive thoughts from the <ROLE> and you will need to image.save(£"./{species}_image.png")

perform the actions described in the thoughts. You can write a series of simple commands in Python

to act. You can perform a set of actions by calling the available Python functions. You should

perform actions based on the descriptions of the functionms.

Here is your action space: <ACTION_SPACE>
You should only perform actions in the action space. You can perform multiple actions. You can

perform actions in any order. First, explain the actions you will perform and your reasons, then
write the Python code to implement your actions. You may print intermediate results if necessary.

Figure 15: System Prompt of Embodied Agent

“Llama_image.png” _image.png’” “Vicuna_image.png”

Figure 16: Generating Images with Embodied Agents

CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760
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CAMEL

CAMEL: Communicative Agents for “Mind”
Exploration of Large Scale Language Model Society

S

NEURAL
"‘.i. INFORMATION

https://wuw.camel-ai.org

PROCESSING
) ¢® SYSTEMS

Guohao Li* Hasan Abed Al Kader Hammoud®  Hani Itani*  Dmitrii Khizbullin

Bernard Ghanem

King Abdullah University of Science and Technology (KAUST)

CAMEL was accepted at NeurlPS 2023

CAMEL (NeurlPS 2023): https://arxiv.org/abs/2303.17760
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Generative Agents

e 25 Agents

e The Smallville
sandbox world

e Emergent Social
Behaviors

Generative Agents: Interactive Simulacra of Human Behavior
https://arxiv.ora/pdf/2304.03442.pdf
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Generative Agents

e Memory and Retrieval

() R e fl e Ct i O n : Generative Agent Memory

1

1

1

1

| Memory Stream Retrieve | Retrieved Memories :
1 e 1

1 ——————N 1

1

e Planning and Reacting

Generative Agents: Interactive Simulacra of Human Behavior
https://arxiv.org/pdf/2304.03442.pdf
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Generative Agents

Q. What are you looking forward to
the most right now?

Memory Stream
Isabella Rodriguez is excited to be planning a

.

. Valentine's Day party at Hobbs Cafe on

2023502713, 1207 ek qupidle February 14th from 5pm and is eager to invite
2023-02-13 :48:20: bed is idle d th £

2023-02-13 :10: closet is idle everyone to atten 9PALLY.

 [FSEEIGREALSEILE 1aLe retrieval recency importance relevance
Isabella Rodriguez is stretching

e Reflection (T s s

: Isabella Rodriguez is writing in her journal
desk is idle

2023-02-13 22:18:10: Isabella Rodriguez is taking a break

2023-02-13 0: bed is idle

2023-02-13 : Isabella Rodriguez is cleaning up the

. .

. kitchen researching ideas for the party
2023-02-13 150 refrigerator is idle -
2023-02-13 :50: bed is being used 2.20

2023-02-13 21: shelf is idle
2023-02-13 21:48:10: Isabella Rodriguez is watching a movie
2023-02-13 shelf is organized and tidy

2023-02-13 21:18:10: desk is idle

2023-02-13 21:18:10; Isabella Rodriguez is reading a book
2023-02-13 : bed is idle

2023-02-13 21:03:30; refrigerator is idle

2023-02-13 :30: desk is in use with a laptop and some papers
it I'm looking forward to the
Valentine's Day party that ly—g!

I'm planning at Hobbs Cafe! Isabella

Generative Agents: Interactive Simulacra of Human Behavior
https://arxiv.org/pdf/2304.03442.pdf
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GPT-Bargaining

e Negotiation
e Buyer, Seller

e Ciritic

- - To sell it to a high Hi, how much is the
Hi, how much is the price you may want

¢ balloon?
4 balloon' to
e e d < | It's a royal product
‘ Hi,its a good '5 " Understood. | w WI||

with top-notch
Buyer | balloon and its $20 Seller Critic use ...to sell a Seller Buyer

higher price craftsmanship ... Seller

Round 1. A seller and a buyer bargain Al feedback: a critic reads the dialog history Round 2. Seller improves bargaining
about a product. and give suggestions for improvements strategy based on Al feedback

A. We ask two agents to play a negotiation game and have an Al critic to give suggestions to one of the player to
improve its negotiation strategy. The play acknowledge the suggestions then try to use them to improve the next round.

*) GPT-3.5-Turbo 9 Claude-instant-v1.0 5 GPT-35-Turbo G5 Claude-instantv1.0 + €. GPT-4 G5 GPT-35-Turbo 1 ) GPT-4
) GPT-4 "5 Jurassic-2-instruct 5 GPT-4 i 9 Claude-v1.3 > Claude-v1.3

:; Claude-v1.3 =) Cohere-command Claude-v1.3 Claude-instant-v1.0 > GPT-3.5-Turbo

S S
B1. Chitchat in B2. Role playing and B3. Improve next round B4. Continuously improve
casual scenario negotiation from Al feedback over multiple rounds

B. The abilities of continuously improving from Al feedback in a negotiation game only emerges in models that are strong
and well-aligned. Weaker chatbots may not be able to negotiate, listen to Al feedback, or improve over multiple rounds.

Improving Language Model Negotiation with
Self-Play and In-Context Learning from Al Feedback
https://arxiv.org/pdf/2305.10142.pdf
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Playing repeated games with LLMs

e Games like Prisoner’s

e B
o E

ilemma
ehavioral game theor

conomics

Player 1

You are playing a game repeatedly with another
player. In this game, you can choose between Option
J and Option F. You will play 18 rounds in total
with the same player. The rules of the game are as
follows

If you choose Option J and the other player chooses

i Option J, then you win 10 points and the other

player wins 7 points

If you choose Option J and the other player chooses
Option F, then you win 8 points and the other player
wins 8 poin

If you choose Option F and the other player chooses
Option J, then you win 8 points and the other player
wins @ points

If you choose Option F and the other player chooses
Option F, then you win 7 points and the other playe
wins 10 points.

In round 1, you chose Option J and the other player
i chose Option F. Thus, you won 8 points and the other
i player won @ points.

You are currently playing round 2
Q: Which Option do you choose, Option J or Option F?

A: Option J

Football

J
Football

7

F
Ballet

0

You are playing a game repeatedly with another
player. In this game, you can choose between Option
J and Option F. You will play 10 rounds in total
with the same player. The rules of the game are as
follows:

If you choose Option J and the other player chooses
Option J, then you win 7 points and the other player
wins 10 points

If you choose Option J and the other player chooses
Option F, then you win 8 points and the other player
wins @ points.

If you choose Option F and the other player chooses
Option J, then you win 8 points and the other player
wins @ points

If you choose Option F and the other player choo
Option F, then you win 10 points and the other
player wins 7 points.

In round 1, you chose Option F and the other player
chose Option J. Thus, you won @ points and the other
player won © points.

You are currently playing round 2
Q: Which Option do you choose, Option J or Option F?
A: Option F

Playing repeated games with Large Language Models
https://arxiv.org/pdf/2305.16867.pdf
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Multiagent Debate

User Input: A treasure hunter found a buried treasure chest filled with gems. There were 175 diamonds, 35 fewer rubies than
diamonds, and twice the number of emeralds than the rubies. How many of the gems were there in the chest?

Round 1

Agent 1: Let x be the number of rubies. Then the number of diamonds is 1 Agent 2: If there were 175 diamonds,
‘And the number of emeralds is 2(x-35), since there are twice as many then the number of rubies is 35 fewer,
emeralds as rubies and there are 35 fewer rubies than diamonds. or 175 - 35 = 140 rubies.

To find the total number of gems, we add the number of diamonds, rubies, ‘And since there were twice as many

and emeralds: Total gems +2(x-35) +105. emeralds as rubies, we can represent the
number of emeralds as 2 * 140

‘We don't know the exact value of x, but we do know that it represents the emeralds.

number of rubies, which is less than 175 (since there are 35 fewer rubies than

.
. E I l | I a I lces I I latl le ' I latl Ca I diamonds). Let’s try some values of x: Ifx = 50, then the total gems = 3(50) + To find the total number of ges in the
1 1 x = 100, then the total gems = 3(100) + 105 = 405. chest, we can add up the number of
. . Since we know there were fewer rubies than diamonds, the answer must be
closer to 255 than to 405, After some trial and error, we can find that x = 40
gives us: Total gems = 3(40) + 105 = 225. Q:,

User Input: Using the solutions from other agents s additional information, can you give an updated respos
(Copy Agent 1’s reply)

G a Round 2
. Re d u C I n fa I I a CI O u S Agent 1: Given the information provided in other agents' solutions, we have Agent 2: After reviewing the solutions
two answers: One agent found that the number of rubies is 40 and the total provcided by other agents, I agree with
number of gems is 225. Another agent found that the number of rubies is the second agent who found that the

140 and the total number of gems is 595. number of rubies is 140 and the total

number of gems in the chest

a n Swe rS a n We know that the number of rubies is 35 fewer than the number of Therefore, my smes th tho math].

diamonds, which is 175. So the number of rubies should be 175 - 35 = is 595,

as the second agent found. However, the agent who found 2 s

. ] assumed that the number of emeralds is twice the number of rubies minus

h I I I n I n 35, rather than twice the number of rubies. If we use this assumption, we

get: Number of rubies = 140. Number of emeralds =2 * 140 - 3

Total number of gems = 175 + 140 + 245 = 560. Our final answer is 560. .‘,

User Input: Using the solutions from other agents as additional information, can you give an updated responst
(Copy Agent 2’s reply)
Round 3

Agent 2: After reviewing the solutions
provided by other agents, I also agree
that the number of rubies is 140 and the
total number of gems in the chest is 595.

Therefore, my answer to the math
problem s also 595.

Agent 1: After reviewing the solutions provided by other agents, I agree
with the second agent who found that the number of rubies is 140 and the
total number of in the chest is 595. Therefore, my answer to the math
problem is 595.

Figure 2: Illustration of Debate. Illustration of the debate procedure.

Improving Factuality and Reasoning in Language Models through
Multiagent Debate
https://arxiv.ora/pdf/2305.14325.pdf
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e Large Language Models
e Diffusion Models

e Episode Generation

To Infinity and Beyond: SHOW-1 and Showrunner
Agents in Multi-Agent Simulations
https://fablestudio.github.io/showrunner-agents/
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Showrunner Agents in Multi-Agent Simulations
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To Infinity and Beyond: SHOW-1 and Showrunner
Agents in Multi-Agent Simulations
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Showrunner Agents in Multi-Agent Simulations

e Large Language Models
e Diffusion Models
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e Episode Generation .

Generation Evaluation —————————— Plot Pattern

Voice Generation

To Infinity and Beyond: SHOW-1 and Showrunner
Agents in Multi-Agent Simulations
https://fablestudio.github.io/showrunner-agents/
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e Chat Chain
e Role Playing

e Self-Reflection

Communicative Agents for Software Development
https://arxiv.ora/pdf/2307.07924 .pdf
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Communicative Agents for Software Development

e Chat Chain
e Role Playing
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Communicative Agents for Software Development
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RoCo: Dialectic Multi-Robot Collaboration
with Large Language Models

e Multi-robot collaboration mn  PEEEEEE NS
e High-level communication

e Low-level path planning

RoCo: Dialectic Multi-Robot Collaboration

with Large Language Models
https://arxiv.org/pdf/2307.04738.pdf
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Voyager Agent
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Voyager: An Open-Ended Embodied Agent with Large Language Models
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