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Unknown!



෡𝑷(𝑿)

෡𝑸(𝒀)

𝒇𝜽(∙)
𝒇𝜽(∙)

𝒇𝜽(∙): Pretrained embedding network
: Extracted real image features
: Extracted fake image features
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Image Generative Models and Evaluation Protocol

𝒇𝜽(∙): Pretrained embedding network
: Extracted real image features
: Extracted fake image features

Measure difference
෡𝑷(𝑿)

𝒇𝜽(∙)
𝒇𝜽(∙)

Real image distribution Fake image distribution෡𝑸(𝒀)



Mislabeled cases
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Pleiss, Geoff, et al. "Identifying mislabeled data using the area under the margin ranking." Advances in Neural Information Processing Systems 33 (2020): 17044-17056.

Image Generative Models and Evaluation Protocol

𝒇𝜽(∙): Pretrained embedding network
: Extracted real image features
: Extracted fake image features

Artifacts

෡𝑷(𝑿)

෡𝑸(𝒀)
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Image Generative Models and Evaluation Protocol

(1) Ideal estimation of distribution

: real image features

: fake image features

: real noisy features

: fake noisy features
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Image Generative Models and Evaluation Protocol

(1) Ideal estimation of distribution

෡𝑸(𝒀)

෡𝑷(𝑿)

Correctly measured scores

Fidelity = 𝑸(𝒔𝒖𝒑𝒑 𝑷 ) = 𝟎. 𝟏𝟔

Diversity = 𝑷(𝒔𝒖𝒑𝒑 𝑸 ) = 𝟎. 𝟏𝟔

: real image features

: fake image features

: real noisy features

: fake noisy features
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Image Generative Models and Evaluation Protocol

෡𝑷(𝑿)

෡𝑸(𝒀)

(2) Non-ideal estimation of distribution

: real image features

: fake image features

: real noisy features

: fake noisy features

Correctly measured scores

Fidelity = 𝑸(𝒔𝒖𝒑𝒑 𝑷 ) = 𝟎. 𝟏𝟔

Diversity = 𝑷(𝒔𝒖𝒑𝒑 𝑸 ) = 𝟎. 𝟏𝟔
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Image Generative Models and Evaluation Protocol

෡𝑸(𝒀)

(2) Non-ideal estimation of distribution

෡𝑷(𝑿)

Incorrectly measured scores

Fidelity = 𝑸 𝒔𝒖𝒑𝒑 𝑷 = 𝟎. 𝟕𝟓

Diversity = 𝑸 𝒔𝒖𝒑𝒑 𝑷 = 𝟎. 𝟓

: real image features

: fake image features

: real noisy features

: fake noisy features



Overview of TopP&R

Feature
embedder

(a) Probability support estimation 
via KDE and bootstrap

(b) Confidence band 
estimation

(c) TopP and TopR
evaluation

Given ෟ𝑠𝑢𝑝𝑝 𝑃 for real features 𝒳 and ෟ𝑠𝑢𝑝𝑝 𝑄 for generated features 𝒴,(c)

Real 
images

Generated 
images

𝜃2 = Ƹ𝑝ℎ − Ƹ𝑝ℎ
(2)

∞

(a) Kernel Density 
Estimator for features

.

.

.

Ƹ𝑝ℎ

Bootstrap Sampling

.

.

.

Ƹ𝑝ℎ
(1)

Ƹ𝑝ℎ
(2)

Ƹ𝑝ℎ
(𝑘)

𝜃1 = Ƹ𝑝ℎ − Ƹ𝑝ℎ
(1)

∞

𝜃𝑘 = Ƹ𝑝ℎ − Ƹ𝑝ℎ
(𝑘)

∞

𝑇𝑜𝑝𝑃𝒳(𝒴) ≔
σ𝑗=1
𝑚 1(𝑌𝑗 ∈ ෟ𝑠𝑢𝑝𝑝 𝑃 ∩ ෟ𝑠𝑢𝑝𝑝 𝑄 )

σ𝑗=1
𝑚 1(𝑌𝑗 ∈ ෟ𝑠𝑢𝑝𝑝 𝑄 )

𝑇𝑜𝑝𝑅𝒴(𝒳) ≔
σ𝑖=1
𝑛 1(𝑋𝑖 ∈ ෟ𝑠𝑢𝑝𝑝 𝑄 ∩ ෟ𝑠𝑢𝑝𝑝 𝑃 )

σ𝑖=1
𝑛 1(𝑋𝑖 ∈ ෟ𝑠𝑢𝑝𝑝 𝑃 )

𝒳

𝒴

Topological 
signal

Topological 
noise

−𝑐𝛼

+𝑐𝛼
Ƹ𝑝ℎ
−1[𝑐𝛼 ,∞)

Given confidence level 1 − 𝛼, bootstrap confidence band 𝑐𝛼 computed from 𝜃1, ⋯ , 𝜃𝑘
satisfies lim inf 𝑛→∞ℙ || Ƹ𝑝ℎ − 𝑝ℎ||∞ < 𝑐𝛼 ≥ 1 − 𝛼

(b)

𝑐𝛼

𝑐𝛼 𝐷𝑒𝑎𝑡ℎ

𝐵𝑖𝑟𝑡ℎ

ෟsupp P

ෟsupp Q
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෡𝑷(𝑿)

෡𝑸(𝒀)

Feature
embedder

(a) Probability support estimation 
via KDE and bootstrap

(b) Confidence band 
estimation

(c) TopP and TopR
evaluation

Real 
images

Generated 
images

𝒳

𝒴

Overview of TopP&R
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Feature
embedder

(a) Probability support estimation 
via KDE and bootstrap

(b) Confidence band 
estimation

(c) TopP and TopR
evaluation

Real 
images

Generated 
images

𝒳

𝒴

෡𝑷(𝑿)

෡𝑸(𝒀)

Overview of TopP&R

Exclude noisy features under statistical confidence level we set
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Feature
embedder

(a) Probability support estimation 
via KDE and bootstrap

(b) Confidence band 
estimation

(c) TopP and TopR
evaluation

Real 
images

Generated 
images

𝒳

𝒴

ෟ𝒔𝒖𝒑𝒑(𝑷)

ෟ𝒔𝒖𝒑𝒑(𝑸)

Overview of TopP&R

𝑻𝒐𝒑𝑷
𝒏→∞

𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏

𝑻𝒐𝒑𝑹
𝒏→∞

𝒓𝒆𝒄𝒂𝒍𝒍

See our proposition 4.1

and theorem 4.2



Topological Data Analysis (TDA) as a Solution

Selecting a threshold that effectively removes noisy samples
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(1) Reference

: significant feature

: noisy features

: support of estimated distribution

: ground truth support of distribution



Topological Data Analysis (TDA) as a Solution

Selecting a threshold that effectively removes noisy samples

17

(2) When 𝛿 = 0.01 (over-estimated case)

𝛿 = 0.01

: significant feature

: noisy features

: support of estimated distribution

: ground truth support of distribution



Topological Data Analysis (TDA) as a Solution

Selecting a threshold that effectively removes noisy samples
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(3) When 𝛿 = 0.3 (under-estimated case)

: significant feature

: noisy features

: support of estimated distribution

: ground truth support of distribution

𝛿 = 0.3
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Topological Data Analysis (TDA) as a Solution

Selecting a threshold that effectively removes noisy samples

(4) 𝛿 ∈ [0, 1]
𝛿 ∈ [0,1]

: significant feature

: noisy features

: support of estimated distribution

: ground truth support of distribution

What is the optimal threshold?



Topological Data Analysis (TDA) as a Solution

Tracking when homological feature appear and disappear
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: 0-dim homological feature
or connected component

: threshold 𝛿

: significant feature

: noisy features
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Topological Data Analysis (TDA) as a Solution

Tracking when homological feature appear and disappear

: death of 0-dimensional homology happens

: birth of 0-dimensional homology happens

: 0-dim homological feature or connected component

𝒃𝟒
𝒃𝟑

𝒃𝟐
𝒃𝟏
𝒅𝟐
𝒅𝟏
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Topological Data Analysis (TDA) as a Solution

Tracking when homological feature appear and disappear

: death of 0-dimensional homology happens

: birth of 0-dimensional homology happens

: 0-dim homological feature or connected component

𝒃𝟒
𝒃𝟑

𝒃𝟐
𝒃𝟏
𝒅𝟐
𝒅𝟏
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Topological Data Analysis (TDA) as a Solution

Tracking when homological feature appear and disappear

: death of 0-dimensional homology happens

: birth of 0-dimensional homology happens

: 0-dim homological feature or connected component

𝒃𝟒
𝒃𝟑

𝒃𝟐
𝒃𝟏
𝒅𝟐
𝒅𝟏

Threshold
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Topological Data Analysis (TDA) as a Solution

Tracking when homological feature appear and disappear

Threshold

: death of 0-dimensional homology happens

: birth of 0-dimensional homology happens

: 0-dim homological feature or connected component

𝒃𝟒
𝒃𝟑

𝒃𝟐
𝒃𝟏
𝒅𝟐
𝒅𝟏

Threshold



Confidence Band Estimation
Finding the threshold 𝒄𝜶 that selects statistically and topologically significant features
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𝒄𝜶

: significant feature : noisy features : estimated support of distribution
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Confidence Band Estimation
Finding the threshold 𝒄𝜶 that selects statistically and topologically significant features

+𝒄𝜶

(𝟏 − 𝜶)% 𝑪𝑰

−𝒄𝜶

: significant feature : noisy features : estimated support of distribution
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Confidence Band Estimation
Finding the threshold 𝒄𝜶 that selects statistically and topologically significant features

: significant feature : noisy features : estimated support of distribution

Birth < 𝒄𝜶

Death ≥ 𝟎
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Confidence Band Estimation
Finding the threshold 𝒄𝜶 that selects statistically and topologically significant features

𝒃𝟏

𝒃𝟑

𝒃𝟒

𝑏 = 𝑑

death

b
ir
th

𝒄𝜶

𝒄𝜶𝒅𝟏 𝒅𝟐

𝒃𝟐

Significant
features

Noise from
surface

𝐍𝐨𝐢𝐬𝐲
𝐟𝐞𝐚𝐭𝐮𝐫𝐞𝐬



Experiments & Results – perturbation experiment
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Real distributionFake distribution

Fidelity Diversity

−𝟑 −𝟐 −𝟏 𝟎 𝟐𝟏 𝟑
𝝁

TopP
Imp. precision
Density

TopR
Imp. recall
Coverage

Center of fake distribution 𝝁 Center of fake distribution 𝝁



Experiments & Results – ranking experiment
Metric’s consistency “with FID and KID scores” & “with different embeddings"

: StyleGAN2 : ReACGAN : PDGAN : ACGAN: BigGAN : WGAN

Fixed embedding
FID:

KID:

TopP&R:

Imp. P&R:

D&C:

1 2 3 4 5 6
Rankings

30



Thank you

Use our method by only pip command!

Project Page
Quick Start!

pip install top-pr
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