
Uncertainty-Aware Instance Reweighting for Off-Policy Learning
Xiaoying Zhang, Junpu Chen, Hongning Wang, Hong Xie, Yang Liu, John C.S. Lui, Hang Li

Background : Off-Policy Learning

Input:  A logged dataset 𝐷 = {(𝑥!, 𝑎!, 𝑟"!,$!)}!%&
'

generated by logging policy  𝛽∗(𝑎|𝑥).

Goal:   Learning a policy 𝜋(𝑎|𝑥) that maximize 
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Inverse Propensity Score (IPS)
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BIPS suffers high bias and variance with inaccurate !𝛽

Approximation when 𝛽∗ is unknown à BIPS
• In practice, 𝛽∗is usually unknown and approximated by its 

estimate 2𝛽.

• Theoretically, inaccurate and small 2𝛽 a x à high bias 
and variance of 6𝑉+,-..

• However, smaller 2𝛽 a x à more likely to be inaccurate
(i.e., high uncertainty in estimation).

Uncertainty-Aware Off-Policy Learning (UIPS)

!𝑉-!"# 𝜋. =
1
𝑁
'

$%&

' 𝜋. 𝑎$ 𝑥$
,𝛽 𝑎$ 𝑥$

⋅ 𝜙)!,+! ⋅ 𝑟)!,+!

• Per-sample weight 𝜙),+ : small value when 2𝛽(a|x) is 
small and far from 𝛽∗ a x .

Ø Step 2: Policy Improvement:
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Ø Step 1: Deriving Optimal 𝜙",$∗ : 6𝑉0,-. 𝜋! → 𝑉(𝜋!)

Minimize the upper bound of Mean Square Error 
(MSE) of 6𝑉0,-. 𝜋/ to its ground-truth 𝑉 𝜋/ à Per-
sample optimization:

Direct optimization is infeasible due to the unknown 
𝛽∗ 𝑎|𝑥 , but uncertainty estimation provides its 
confidence interval 𝛽∗ 𝑎|𝑥 ∈ 𝐵",$ :

à Closed-form solution of 𝜙",$∗ !
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UIPS converges to a stationary point where the 
true policy gradient is zero, while convergence of 
policy learning under BIPS is not guaranteed!

Theoretical Convergence of UIPS

Empirical Results

Ø More accurate Off-policy Evaluation

Ø Improved performance on both synthetic datasets and 
three unbiased recommendation datasets.

Ø Performance under different uncertainties

Iterate between two steps

• the only off-policy algorithm that outperforms CE on test 
samples with high uncertainty.


