
LargeST: A Benchmark Dataset for Large-
Scale Traffic Forecasting

Xu Liu, Yutong Xia, Yuxuan Liang, Junfeng Hu, Yiwei Wang, Lei Bai,  
Chao Huang, Zhenguang Liu, Bryan Hooi, Roger Zimmermann



Background

• Road traffic forecasting is one of the most critical components of 
Intelligent Transportation Systems 
• Urban planning 
• Traffic management 
• Public safety 

• Spatio-temporal graph neural networks are the widely embraced tools 
for accurate traffic predictions 
• Graph neural networks to capture spatial correlations 
• Sequential models to model temporal dependencies



Motivation

• Historically, high-quality and large-scale benchmark datasets have 
proven their value in driving research frontiers 
• ImageNet in computer vision 
• GLUE in natural language processing 
• OGB in the general graph 

• In traffic forecasting, we argue that commonly-used datasets present 
critical issues that may pose obstacles to future progress



Issues of Existing Datasets

• Existing datasets: comprising merely hundreds of nodes and edges 
• LargeST: including up to 50.6x more nodes and 729.6x more edges



Issues of Existing Datasets

• Existing datasets: ofter spanning less than 6 months of data 
• LargeST: covering an unprecedented 5 years of data



Issues of Existing Datasets

• Existing datasets: insufficient metadata available for individual nodes 
• LargeST: comprising comprehensive node metadata



The LargeST Benchmark

• To this end, we propose LargeST as a new benchmark dataset, with the 
goal of facilitating the development of accurate and efficient methods 
in the context of large-scale traffic forecasting 

• In this work, we also 
• Conduct comprehensive data analysis 
• Implement a suite of well-known baselines 
• Perform extensive benchmarking experiments



Visual Overview



Data Analysis

• Relations between traffic flow and the factors in space (regional 
disparities) and time (temporal dynamics)



Data Analysis

• Relations between traffic flow and two crucial meta features: the 
highway categories and the number of lanes



• Recent methods like 
DGCRN and D2STGNN 
demonstrate impressive 
performance on the 
datasets of SD and GBA 

• Competitive methods 
introduced 3-4 years ago, 
namely GWNET and 
AGCRN, continue to 
perform well 

Experiments



• The complex model 
designs of DGCRN and 
D2STGNN prevent 
them from scaling to 
larger datasets: GLA 
and CA

Experiments



Experiments

• The CA dataset poses significant challenges for existing traffic 
forecasting models, as only half of the selected baselines are capable 
of running on it.



• According to our thorough data analysis and extensive experiment 
results, we highlight the following opportunities in future research 

➡The utilization of spatial, temporal, and metadata features  

➡A valuable testbed for the challenges of temporal distribution shifts 

➡The development of simple yet effective methods 

➡The development of foundation forecasting models

Future Opportunities



THANK YOU

Official Code Repository 
https://github.com/liuxu77/LargeST

https://github.com/liuxu77/LargeST

