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Could You Recognize this Speech?

[Context] at a noisy party
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[Context] referring to someone who has not been uninvited or excluded from an 
event or social circle. 

“He has not been dropped.”



Open Questions (perhaps in mind) During this Talk
Do we need better ears or a better brain to recognize speech?

Does word error rate really matter?

What kind of new metrics we need for acoustics and speech understanding?
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Background of LM for E2E Speech Recognition

Using NLU labels to improve an ASR rescoring model - Amazon Science

ASRU 21 C.-H. H. Yang et al.
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https://www.amazon.science/blog/using-nlu-labels-to-improve-an-automatic-speech-recognition-rescoring-model
https://arxiv.org/abs/2011.11715


Challenges and LM Criticisms from 2017 to 2022* 

Do we really need a cascade LM in end-to-end 
ASR model?

● External LM in RNN-T 
(Microsoft)

● Text Injection; Textogram 
(IBM; Google)

● Joint Speech and Text Alignment 
(Google; Meta)
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Towards Reducing the Need for Speech Training Data To Build Spoken Language Understanding Systems, ICASSP 22
JOIST: A JOINT SPEECH AND TEXT STREAMING MODEL FOR ASR, SLT 23



Outline

- Frozen Pre-Trained Model Adaptation for Universal Sequence Modeling
- Generative Error Correction for Speech Recognition
- Remaining Challenges

- What Kind of open data we need?
- Hallucination 
- How Good Acoustic (Vision) Models we need in a two-pass system?
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Theory : A Dual Form of In-Context Learning

Image Source: Why Can GPT Learn In-Context? Language Models Implicitly Perform Gradient Descent as Meta-Optimizers, ACL 23 Findings

*The Dual Form of Neural Networks Revisited: Connecting Test Time Predictions to Training Patterns via Spotlights of Attention, ICML 22
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Duality constraints*

Fine-tuning
In-Context Learning

https://proceedings.mlr.press/v162/irie22a.html
https://en.wikipedia.org/wiki/Duality_(optimization)


Takeaways I 

● The power of in-context adaptation would be based on the previous context 
sequences (both latent vectors and outputs) in the duality of attention layers
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● Can we guide sequences predictions to refunction LLM for zero-shot or 
few-shot unseen tasks? (e.g., ASR Rescoring) 

● Other properties on this task-oriented questions
○ Pros: no need to re-deploy a pre-trained model
○ Cons: longer context windows, latency …



Task-Activating Prompting (1/3)
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Do you know speech recognition?

Do you know language modeling in 
speech recognition?

Would you give some examples of n-best 
rescoring in speech recognition?

Generative Speech Recognition Error Correction with Large Language Models and Task-Activating Prompting, ASRU 23 C.-H. H. Yang et al.

https://arxiv.org/pdf/2309.15649.pdf


Task-Activating Prompting (2/3)
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Generative Speech Recognition Error Correction with Large Language Models and Task-Activating Prompting, ASRU 23 C.-H. H. Yang et al.

https://arxiv.org/pdf/2309.15649.pdf


Task-Activating Prompting for Zero-Shot ASR-LM (2/3)
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Generative Speech Recognition Error Correction with Large Language Models and Task-Activating Prompting, ASRU 23 C.-H. H. Yang et al.

https://arxiv.org/pdf/2309.15649.pdf


Task-Activating Prompting for Few-Shot ASR-LM (3/3)
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HyPoradise: An Open Baseline for Generative Speech Recognition with Large Language Models, NeurIPS 23 Data and Benchmark Track, Chen & Hu et al.

https://arxiv.org/abs/2309.15701


Appendix: Zero-shot Acoustic Scores Fusion in ATIS
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Multimodal Merging (1/2)

Whispering Llama: A Cross-Modal Generative Error Correction Framework for Speech Recognition
EMNLP 23, Radhakrishnan et al. Github
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https://arxiv.org/pdf/2310.06434.pdf
https://github.com/Srijith-rkr/Whispering-LLaMA


Multimodal 
Merging (2/2)

● token-level fusion 
● attention heads merging

○ each transformer layer
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Prompt Format in Whisper Llama

16



Whisper Llama (WL) Performance
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Ongoing Development of Hyporadise

If all speech people donate their n-best hypotheses, could we have a general 
generative error correction model? 

Prior to joining company in Nov 2022, I created a non-profit organization, 
Peaceful Data to open source data and pre-trained models.
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HyPoradisePeaceful Data

https://huggingface.co/PeacefulData


Toward Generative Error Correction for ASR (1/4) 
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Toward Generative Error Correction for ASR (2/4) 
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Toward Generative Error Correction for ASR (3/4) 
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Toward Generative Error Correction for ASR (4/4) 
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Parameter Efficient Learning (e.g., Reprograms & Prompts)

Huck Yang 2023

Pre-Trained
Model

Interspeech 23 Tutorial …

P Trainable 
Features 
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(e.g., Adapters, BitFit, LoRA)

Memory

https://docs.google.com/presentation/d/1c4-puglbButTkzs59AoCSOPNfyOQ2rYMZf4tu3IBbeo/edit#slide=id.g27560f3bfa0_0_361


[Recap] Cross-Modal Reprogram from Speech to Time Series
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- Schematic illustration of the proposed Voice2Series Neural Reprogramming
(CHH Yang et al. ICML 2021)

Reprogram Layer 
xt (a)

Pretrained AM

(b)xt’
Label Mapping

(c)ys yt

Target 
(e.g., ECG) 

Reprogrammed 
(e.g., 16k sampling rate speech) source output target output 

R

http://proceedings.mlr.press/v139/yang21j/yang21j.pdf
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Thank you
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Let’s open source this science! 

huckiyang@gatech.edu


