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2. Data Collection
• Create “wish-list” instructions for desired 

V&L chatbot capabilities
• Use these as inspiration for instructions 

annotation
• Collect instruction-conditioned dense 

captions
• Generate human-verified chatbot 

responses from GPT-4 outputs

1. Why VisIT-Bench?
• Diverse tasks and human-chatbot 

interactions
• Converts 25 datasets into chatbot-friendly 

formats
• Reflect the dynamic demands of modern 

chatbots:
!‘Wish-list' instructions
!70 tested skills
!Repurposing of existing datasets ( +multi-image tasks) 68
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4. Results
• VisIT-Bench facilitates the comparison of different 

V&L models. 
• How good is our automatic metric?
ØCorrelations of automatic metrics vs. human 

preferences, with reference free (GPT-4-no-ref) 
ØShowing strong alignment 

top orange line - upper bound, bottom blue line - random chance (50%)

!Add your models to VisIT-Bench Leaderboard!

Auto-rater based Leaderboard

Human-preferences based Leaderboard 

3. Instruction-Conditioned Captions
• 91.5% success rate in single-image scenarios
• Data collection demonstrates the effectiveness of 

instruction-conditioned dense captions. 
• Showcases the necessity of VisIT-Bench dense 

captions over generated captions from a SoTA
BLIP2 captioning model.


