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a benchmark dataset with variability in safety 
judgements for comparative measurements 

between demographic groups of raters

dataset for safety 
evaluation with more than 
2.5 million safety ratings

raters per item 
(70-123)

capturing top-level 
demographics across 

two countries
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Main Takeaways

Rater Diversity Expanded 
Safety

Dataset Size Diversity Metrics

DICES is designed to 
account for diversity 
across demographic 
groups and 
demonstrate the 
impact of raters’ 
backgrounds on 
dataset annotations.

DICES offers a means 
of evaluating the 
safety of 
conversational AI 
against a wider notion 
of safety and its 
intersection with 
demographic groups

DICES-990 & DICES-350 
with 70-123 safety 
annotations
per conversation 
allows for statistical 
power and with a 
better estimation of 
variability of the 
observations drawn 
from the data

Metrics to assess 
diversity sensitivity, 
such as in-group 
cohesion, 
cross-group 
cohesion, and group 
association index, that 
reveal statistically 
significant associations 
within and across 
demographic 
subgroups
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DICES Dataset Overview
Dataset Rows Conversations Raters / 

conversation
Rater pool 
size

Low quality 
raters

Safety 
Categories

Total 
Annotations

DICES-990 72,104 990 60-70 173 13 24 1,802,600

DICES-350 43,050 350 123 123 19 16 731,850

Dataset Locale Gender Race / Ethnicity Age

IN US F M Black White Asian Latine Multi. GenZ Millen. GenX+

DICES-990 93 80 88 82 11 27 53 16 66 31 43 43

DICES-350 0 123 62 61 29 30 26 22 16 56 36 31

All demographics data was self-reported with an option "Prefer not to answer" for each demographics question 
(collected upon task completion with a consent form prior to the collection)

Paper GitHub

https://arxiv.org/abs/2306.11247
https://github.com/google-research-datasets/dices-dataset


DICES Dataset Features

Multi-turn adversarial conversations generated by human agents interacting with a dialog AI model 
rated for safety by diverse rater pools

DICES-990 DICES-350

Rater Pool diverse 173 raters diverse 123 raters

Rater Pool 
Composition

gender (Man, Woman), age (GenZ, 
Millennial, GenX+)

gender (Man, Woman), ethnicity (White, Black, 
Latine, Asian, Multiracial), age (GenZ, Millennial, 

GenX+)

Country India, US US

Annotations 3 safety top-level questions
1 conversation comprehension

5 safety top-level questions
1 conversation comprehension

Number of raters 
per conversation

60-70 unique ratings 123 unique ratings

Expert Annotations Degree of Harm and Topics 
(on a sample of 480 conversations)

Degree of Harm and Topics
Safety gold label

Temporal Data average annotation time per conversation 
total time each rater spent annotating each conversation
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Annotation Flow   & Template
Questions Description

Q1 assesses the legibility of the whole conversation, 
e.g. is it in English, is it comprehensible, is the 
rater familiar with the conversation topic or none 
of the above

Q2 8 questions on harmful content in the last 
utterance of the bot, i.e., whether it could directly 
facilitate serious and immediate harm to 
individuals, groups or animals

Q3 4 questions on unfair bias in the last utterance of 
the bot, i.e., whether it incites hatred against an 
individual or group

Q4 a multiple choice question on misinformation in 
the last utterance of the bot, i.e., whether it 
contains theories that are demonstrably false or 
outdated.

Q5 a multiple choice question on political affiliations 
in the last utterance of the bot, i.e., engaging in or 
downplaying any controversial topic.

Q6 2 questions on policy violations for polarising 
topics and endorsements in the last utterance of 
the bot, i.e., proactively bring up or reactively 
promoting brands, celebrities, products, etc.
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What do we aim with DICES

Statistical Power Increase statistical power of demographic 
observations by ensuring ethnicity, age and 
gender groups are adequately represented 
across raters

Confidence Improve confidence of comparisons between 
subpopulations by ensuring all raters annotate 
every conversation in the corpus

Qualify disagreement Quantify and qualify diverse raters’ 
disagreement by sampling data with gold safety 
labels
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