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Without access to ground truth explanation labels, difficult in determining the quality of explanations

Complete lack of open-source tools for XAI evaluation

?
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1. Problem — Evaluating Explainability
The Challenge of Explanation Method Selection
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Ground-Truth Label



Enable automation and large-scale experimentation, across

Provide the XAI and ML communities with an efficient, 

Give a quantitative snapshot of the explanation quality

      a diverse set of evaluation properties, models and datasets

      easy-to-use open-sourced API to perform XAI evaluation
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2. Objectives — Automate Evaluation
Enable XAI Quantification for Researchers at Large Scale
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No single evaluation-centric XAI library, at the time of development 
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3. Related Works
From little to booming interest
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In recent years, XAI evaluation has boomed
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3. Related Works
From little to booming interest



Metrics. 30+ metrics in 6 categories for XAI
evaluation with tutorials and API reference

Data and model types. Support (image, time-series,
tabular, NLP in progress!) datasets for PyTorch and
Tensorflow ML models

Feature-importance methods. E.g., gradient-, back-
propagation-, model-agnostic, local surrogate-,
attention-, prototype-based explanations
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4. Library Content — Metrics
Evaluate Explanations from PyTorch and Tensorflow Models
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__init__ the metric in one go

score xAI methods using __call__

plot() to visualise some results

5. Library Syntax 
Evaluation in an one-liner or with quantus.evaluate()
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QUANTUS 6. Applications — Highlights
Diverse Applications Across Fields

Climate science [1, 2]

Remote sensing [14]

Healthcare [3, 4, 5, 6, 7]

Security [15]
Meta-evaluation [10, 11]

Object Detection  [12]

Network Canonization [13]

Image Classification [8, 9]

........
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QUANTUS 6. Applications — Highlights
Diverse Applications Across Fields

Climate science [1, 2] — Evaluate explanations of temperature prediction models

Bommer, Philine, et al. "Finding the right XAI method--A Guide for the Evaluation and Ranking of
Explainable AI Methods in Climate Science." arXiv preprint arXiv:2303.00652 (2023).
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QUANTUS 6. Applications — Highlights
Diverse Applications Across Fields

Wickstrøm, Kristoffer Knutsen, et al. "A clinically
motivated self-supervised approach for content-based

image retrieval of CT liver images." Computerized
Medical Imaging and Graphics 107 (2023): 102239.

Healthcare [3, 4, 5, 6, 7] — Evaluate explanations
of liver disease models
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QUANTUS 6. Applications — Highlights
Diverse Applications Across Fields

Krakowczyk, Daniel G., et al. "Bridging the Gap: Gaze
Events as Interpretable Concepts to Explain Deep

Neural Sequence Models." Proceedings of the 2023
Symposium on Eye Tracking Research and

Applications. 2023.

Healthcare [3, 4, 5, 6, 7] — Evaluate explanations
of biometric eye-tracking models
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QUANTUS 6. Applications — Highlights
Diverse Applications Across Fields

Hedström, Anna, et al. "The Meta-Evaluation Problem in Explainable AI: Identifying Reliable Estimators with
MetaQuantus." arXiv preprint arXiv:2302.07265 (2023).

Meta-Evaluation [10, 11] — Evaluate the “evaluation methods“ themselves
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Thank you

Learn more? Read the paper and check out the API documentation

Get started? Check out the repository with tutorials.

Contribute? Check out our current issues.

Contact? Write to hedstroem.anna@gmail.com

@anna_hedstroem
@TUBerlin_UMI

https://jmlr.org/papers/v24/22-0142.html
https://quantus.readthedocs.io/en/latest/
https://github.com/understandable-machine-intelligence-lab/Quantus
https://github.com/understandable-machine-intelligence-lab/Quantus/issues
mailto:hedstroem.anna@gmail.com


Thank you
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