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e Statistical models pg () are typically specified for fully-observed data « € D,
® And are often fitted via maximum-likelihood estimation (MLE).
® What can we do if part of the data is missing?

1. Marginalising the missing variables § pg(@obs, mis) dZmis is generally

2. Expectation-maximisation (EM) requires sampling of pg(@mis | Zobs) —

Pe(il?obs,wmis)} “ELBO"

logpe(:UObs) = IEJc(wmismobs) [log f(il?mis | wobS)

3. Variational EM requires fitting of fg(@mis | Tobs) for each xops € D —

4. Amortised variational inference : dll d2 d:i di qu(lw?nasl\ m{:bs)l
requires 2° variational distributions, one S U B 7 I f¢($§ | ﬂguwgﬂvg)
P T [ T2 | T3 ? f¢($17$4 | x3,23)

for each pattern of missingness — s 55 T 3 T AT

x ! ! ! Ty f¢($17$27ﬂ€3 | xy)
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A wish-list

* A general-purpose method for any statistical model pg(x) via (approximate) MLE.
® Do not make unnecessary simplifying assumptions to accommodate data missingness.

e Efficiently represent and sample the 2P conditional distributions for large datasets.
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Variational Gibbs Inference: Core idea

1. Core idea: Turn the 2P conditional distribution problem into D conditional distributions.
2. To make fé(a:mis | Tobs) flexible:

® Specify it to be the marginal of a Markov chain with a learnable kernel k(27 | Tops, 27)-
3. To address the 2P pattern problem:

* We specify the kernel to be Gibbs (updates one dimension of xy,;s at a time):

K (@nt | @hic, Tobs) = B jlidx(m)) [%j (2 | @isjs Tobs)O (@] L — w‘lr;ﬁS\j)] :

where 7(j | idx(m)) is the selection probability for the j-th dimension of a Gibbs sampler.
® Hence we have to learn only D variational Gibbs conditional g¢, (2 | Zmisj, Tobs)-

® Full method: how to efficiently sample and optimise the transition kernel.

® Details on the variational model of the Gibbs conditionals.

® Applications to variational autoencoders and normalising flows.
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