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Problem Methods Results

Given n, find n-node graphs that maximize the number of edges AIphaZero Tabu Search Improved lower bounds over the state of the art
such that the graph has no cycles of size 3 or 4. - Widely used method in ML for search - State-of-the-art local search
problems (AIphaTensor[2022]) method on many search problems === |ncremental tabu search lower bounds
f(n) = max number of edges in n-node graph without 3 or 4 cycles Monte Carlo Tree Search (MCTS) with - Main scheme to improve lower St W I R I il satitribie ot
- learned policy and value network bounds on f(n) £ 0.475 | — (=== fTieoretical upper bounids
Erdés (1975) conjectured: hm f(n) — 1 - Carefully balances exploration and - Bans recently visited states to avoid
n—+0a n\/ﬁ 2\/§ exploitation trade-off. getting stuck in local minima
, - Distributed implementation with multiple - Instead of banning states, we ban
Many lower and upper bounds have been obtained for f(n). ~ctors and learner recently flipped edges (actions)
- Joint learning over multiple sizes together in - Distributed implementation with
Our goal: improve existing numerical lower bounds for f(n), hoping a single run many actors
to find a pattern that could lead to refuting the conjecture. Network Representation 80 100 30 1d0 e 18650
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. . . ngh SCOrIng graphs Of Sma”er SIZE€ are Oﬂen = === |ncremental AlphaZero 1 g == |ncremental tabu search
« Transition dynamics and action spaces b hs of hiah : hs of | : < 0.3507 ... Aphazero | 0.350 (1o o+ 7aha searen
o Start from empty graph and add nodes one by one (short horizon, near-subgrapns or high-scoring grapns ot larger siZes. | | | | | | | |
large action space) 20 40 60 80 100 20 40 60 80 100
o Start from empty graph and add edges one by one (large horizon, Leveraging AlphaZero with curriculum Number of nodes Number of nodes
small action space) - Use edge-flipping environment . . . . .
o Start from a given graph and add/remove edges one by one - Generate graphs of smaller size from scratch Contributions Shortcomlngs & Directions
(moderate horizon ?, moderate action space) - Use graphs generated by smaller size as initial graphs for large size, and iterate - Proposed a .neW.|eamin9-t0-Sear.Ch | - Not much benefit of using learning
e Rewards benchmark inspired by.open conjecture in over tabu search for improving bounds
o Non-telescopic reward Leveraging incremental tabu search with curriculum grapZtheory and obtained new lower - Tabu search explores much faster than
: - Change starting graph of tabu search to an already found graph for size (n-k, n-1) ounds . network guided MCTS
. 'I'.ele(;crs\/\;irrdes:/vealfc?vvhere score(G) at terminal state - Compared AIphaZ.ero W't.h tabu sea.rch - Not clear if maximizing expected E E
T+ = SCOT'G(Gt) — score(Gt_l) For AlphaZ distributed imol tati int network f tiole si problem - How to combine tabu search with
- For AlphaZero, distributed implementation, run a joint network for multiple sizes _ Designed a novel graph-generation learning? [m] ]2

where an episode on graph size n samples initial graphs from (n-k, n-1) environment and network architecture



