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Abstract

Methods

Background

Prompt Tuning  
• PEFT method 
• Prepend tunable parameters to 

prompt and train them 

Skill Neurons  
• highly predictive, task specific and 

important neurons in FFN network 
• Can be found with Prompt Tuning 

Adversarial Robustness 
• Evaluation Performance on 

perturbed inputs 
Limitations

1. It cannot be excluded that some Skill Neurons resemble spurious 
correlations 

2. Only the encoder of T5 was in scope of study 
3. The investigated models are relatively small, larger ones might behave 

differently

Model accuracies on the adversarial dataset when suppressing the skill neurons on the 
corresponding non-adversarial dataset and vice versa

Prompt Tuning
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Results - Prompt Tuning
This paper investigates the robustness of RoBERTa and T5 after Prompt 
Tuning against Adversarial GLUE with the help of Skill Neurons. 
The following novel contributions are made. 
1. Prompt Tuning does not produce more robust models than model tuning 
2. Skill Neurons can be found in other models than RoBERTa (like T5) 
3. Skill Neurons suggest to be important for model robustness 

Discussion
Results suggest connection between Skill Neurons and Robustness 
1. T5 is more robust than RoBERTa 
2. T5’s skill neurons from non-adversarial datasets and adversarial datasets 

show a higher overlap than RoBERTa’s  

Robustness is higher if skill neurons of non-adversarial and 
corresponding adversarial dataset show high overlap 

Activation Histogram of one neuron for SST2
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Repeat 5 times for each model-dataset combination 
1. Prompt Tuning 
2. Skill Neurons 

1. Baseline activations 

2. Neuron accuracies 

3. Neuron predictivities 

Maximum Aggregation of neuron predictivities  

Analyses on Robustness, Transferability of Prompts and Predictivity, Task-
specificity and model importance of Skill Neurons

Experiments

T5 is more robust than RoBERTa Prompt Tuning creates 
highly transferable prompts

Mean and standard deviation of model’s 
accuracy after Prompt Tuning across five 

different random seeds

Relative Transferability of Continuous Prompts

Skill Neurons are highly predictive Skill Neurons are task specific
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Conclusion
1. Prompt Tuning is not inherintly more robust than model tuning 
2. T5 is more robust than RoBERTa against Adversarial GLUE 
3. Skill Neurons can be found in T5 (in addition to RoBERTa) 
4. Activation of relevant skill neurons of non-adversarial datasets for 

adversarial datasets might increase robustnessResults - Skill Neurons

Skill Neuron are important for model performance
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Model Performance (bar) and skill neuron predictivities (box)

Suppressing 1-15% of activations of skill neurons and random neurons
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