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Results

• State: 

Invariants of the state of the flow and    

instantaneous enstrophy spectrum

• Action: 

Empirical coefficients of physics-based 

models (Smagorinsky  and Leith models)

• Reward:

Inverse of deviation from the enstrophy of the 

target flow

• Environment: 

In-house spectral flow solver 

• Climate models are deficient in representing small scales and some physical phenomena

• Learn from observations to account for the sub-grid scale phenomena

Why Machine Learning?

• Training in small data-regime

• Training on low-order statistics of the system (we do not have over-resolved snapshots of the states)

• Incorporating physics of sub-grid scale model for generalizability

Why Reinforcement Learning?

• Interpretation

Low dimensional embedding of the 

learned actions

• Generalization

Which physical state can inform the 

generalization?

• Training on a climate model 

Building up in the hierarchy of model 

complexity
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