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1. Motivation 3) Objective function for alpha B. Table: Normalized returns for all algorithms in Mujoco locomotion tasks
The a is automatically adjusted by solving a Lagrangian dual problem of Eq. (2): CDT CDT
Goal-conditioned reinforcement learning (GCRL) studies aim to apply trained : ~ i . _
. ne | | g ( | ) . p.py. ! J,, = min Of‘(ﬁ?a —@e(Ret, 524, @s—1) — fil-tHQ)- (4) Dataset  Environment 0. —04 e, —0.38 DT-CR DT-R DT CQL
agents in realistic environments. In particular, offline reinforcement learning is being _ .« o _ S _ _
. L . . Since the objective function in Eq. (4) is a minimization problem, a is going to O : HalfCheetah 91.8 91.3 86.9 85.6 86.8 624
studied as a way to reduce the cost of online interactions in GCRL. o R ) _ N _ Medium H 107.7 1075 1052 910 107.6 1110
. . . . . for the condition |[@:(R., s.t,a4—1) — a:||” < eq . For the opposite condition, a is Expert oppet ' ' ‘ ‘ : :
One such method is Decision Transformer (DT), which utilizes a numerical goal _ Walker2d 107.2 107.9 107.0 106.7 108.1  98.7
. ) . . . . going to be larger.
called "return-to-go" for superior performance. Since DT assumes an idealized HalfCheetah 401 40.8 40.8 400 426 444
environment, such as perfect knowledge of rewards, it is necessary to study an C. The al thm for C tive Decision T f Medium Hopper 62.4 66.1 63.3 595 676 58.0
. L . The algorithm for Conservative Decision Transformer
improved approach for real-world applications. J Walker2d 62.7 72.5 712704 740 79.2
In this work, we present various attempts and results for numerical goal-based Algorithm 1 Conservative Decision Transformer Medium HalfCheetah 31.6 33.1 35-; 329 36.6  46.2
. . . 1: Initialize parameters 9, qb and Y. HOppf:I‘ 62.9 73.7 77. 69.5 82.7 48.6
transformers to operate under practical conditions. 2: Load offline dataset D = {(Ry, S¢, at,7e41)|(Ry, St,as,7411) over all ¢ in all episodes. } Replay Walker2d 55.0 58.7 59.7 59.0 66.6 26.7
3: for each iteration do
‘S‘f Sa‘;pleK“BJ&%tO“eS W“;‘ batch iz B: ) ) 1) Comparisons of the proposed algorithms and DT
: K,B ™ tit+K—1y9ot:t+K—1,Wt:it+ K—1: "t+1:t+ K ) ; . .
2 Conservative Decision Tran Sformer Sf fmijeac(;:tcagiﬁglsg\fv:;zpe(sigmation- For most dataset§ and gnvwonments, the proposed algorithms have similar
_ _ o ‘. p@ 0 — AVy.Jp using Eq '(1) performance with slightly lower values than those of DT due to
A. The architecture of Conservative Decision Transformer o Update the action generation: estimation errors.
10: Qf) < Qb — )\V¢J¢ using Eq. (2)
Training | max [Fri1(seap) + a(eq — |8 (Ry, S, A1) — agl?)] Evaluation 11: Update the weight: 2) Comparisons of CDT and DT
12: — a— A\, V,J, using Eq. (4 . o
&1 & o 1 & o 3 endfor using B (9 For the Medium Expert dataset, it is observed that CDT has better or
Causaltransformer - Causaltransf?rmer 14: end for comparable performance to DT. However, for the Medium and Medium
® 5 @ ® @ @' T ‘ @ " T Replay datasets, it is observed that the performance gap between CDT and
cLETEL e SOROS 3 E ' tal R |t DT gradually increases. These results show that, from the perspective of the
R e . Experimental Results | _
min [[1fi(S-1,24-1) = 1* + MaX(f(s.-1,80-1) — F(Sa-1.20-1), O} - 18 | N | | | | quality of the dataset, the performance of the proposed algorithm
g g g I:%Il gﬁl A.Figure: Training curves of all algorlthms In Mujoco Iocomotlon tasks decreases as the proportion of highly rewarded trajectories in the overall
—T ——T dataset decreases and the consistency of actions decreases.
s O s 2 : 3) Comparisons of DT-R and DT-CR
é)t-zét-z é)t-l ét-l é)t ét é)tz‘tz é)tl‘u @ ‘ E E Over the entire datasets and environments, it is shown that the reward
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o _ | _ " 50 20 estimation to minimize the error in a conservative manner outperforms the
In the_t_ramlng phase, all data from the offline datasgt, including retur_ns a_md rewar_ds, ? emberotimtons © ? mberotisatons © 2 Nmberotitartons © reward estimation to minimize the error only.
are utilized to update the networks. In the evaluation phase, considering practical Mediur Walker23

4) Comparisons of CDT and DT-CR
For the Medium Expert and Medium datasets, it is observed that CDT has
higher performance because it generates actions by considering the

conditions, only states are used to interact with the environment. “
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B. Objective functions for Conservative Decision Transformer N w0 ) maximization of the conservatively estimated reward.
1) The objective function for the reward estimation B T TR R U L e ¢ However, for the Medium Replay dataset, it is observed that DT-CR
Ty = 111111{\\ﬂ (S:1, a0 1) — ?'tHQ 1 max (ﬁ (8.1, 8ip—1) — Te(Sp1, ap1), 0)}5 (1) ) . Medium relay Walker2d qutperforms CDT. This means that |f.the .datas.et ha.s fe.vv.trajectorles with
o high rewards and low consistency of actions in trajectories, it is better to only
Since the objective function in Eq. (1) is a minimization problem, the optimal value of minimize the action error rather than maximize the conservatively estimated
the second term in Eq. (1) is 0. This means that the estimated reward for unseen reward.
actions should be conservatively lower than the reward for actions in the offline 15 20
dataset, i.e., 7¢(s:t—1,8:t-1) < Te(S:-1,0:-1). ottt © " P et 0 D et 0 4 Conclusion
s CDT(0.4) === (CDT(0.38) == DT-CR = DT-R o DT
2) The objective function for the action generation CR: Conservative Reward estimation, - R: Reward estimation In this work, we propose CDT for numerical goal-based transformers to
N N N 5 1) Comparisons of CDT with ea = 0.4 and ea=0.38 operate in practical environments. Experimental results show that the CDT
Jy = qu?}:{?'t—l—l (S:t,ﬂ a.¢(R.t, 5.1, a-:t—1)) T Oc(ffa — |[@s (R4, 5.4, a:p—1) — aq| )} (2) In the figure, from the Medium Expert to the Medium Replay of datasets, CDT can achieve stable performance with only state information and no
The objective function in Eqg. (2) means that a generated action should be found by with ea = 0.4 has higher variances than those of CDT with ea = 0.38. actual reward information.
considering maximizing the estimated reward and minimizing the action error It means that this high variance of CDT with ea = 0.4 due to relaxed error In future work, we would like to study a generalized GCRL for 3D
within error threshold ea. When a is large, the objective function tends to minimize the threshold has positive effects on good quality datasets, such as the locomotion and robot manipulation tasks by considering various types of

action error, and when a is close to O, it tends to maximize the estimated reward. Medium Expert dataset. goals such as images, text, symbols, etc.



