
Learning to Embed Time Series Patches Independently

1. Self-Supervised Learning in Time Series (TS)
• Masked Time-series Modeling:  masking patches within a TS and predicting the masked values

• Contrastive Learning:  maximizing similarities between positive pairs while minimizing similarities 

between negative pairs

2. Patch Independent Task & Architecture
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4. Patch Independence for TS (PITS)

(1) Reconstruction Loss

(2) Contrastive Loss

3. Complementary Contrastive Learning (CL)

• Patch Independence (PI): does not consider an interaction btw patches when embedding them

• Patch Dependence (PD): consider an interaction btw patches when embedding them

(3) Total Loss

• Propose complementary CL to hierarchically capture adjacent TS information efficiently

• Adopt the hierarchical contrastive loss proposed in TS2Vec (Yue et al., 2022) 

• Losses are computed on intermediate representations after each max-pooling layer 

along the temporal axis and then aggregated

• PI encoder: 2-layer MLP

• PI pretrain task: reconstruction task

&For conciseness, let the two views as

5. Effectiveness of PI strategies
(1) Pretraining with PI task consistently outperforms the PD task across all architectures

(2) Comparison with PatchTST in terms of the # of params & training/inference time

- Dataset: ETTm2 

(3) Robustness to distribution shift

• (Left) 98 toy TS exhibiting varying degrees of distribution shift by 

changing slope & amplitude

• (Right) MSE difference (= MSE of PD task – MSE of PI task) of 98 datasets

(4) Robustness to patch size References
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