
Soft Contrastive Learning for Time Series

1. Contrastive Learning in Time Series
Contrastive Learning (CL): maximize similarities between positive pairs while minimizing similarities between negative pairs
• Instance-wise CL: contrasts the representations of TS instances
• Temporal CL: contrasts the representations of timestamps within a single TS
• Soft CL: assigns soft labels (between 0 and 1) to pairs

2. Soft Contrastive Learning for Time Series (SoftCLT)

(1) Soft Instance-wise CL

• Soft labels : 

• Distance: min-max normalized distance metric d between two TS in data space (i.e. Euclidean distance, Cosine similarity, DTW)

• Soft instance-wise contrastive loss:

- For conciseness, let  
- Softmax probability of the relative similarity out of all similarities; for a pair of TS indices          :

(2) Soft Temporal CL

• Soft labels : 

• Distance: difference between two time step pairs

• Soft temporal contrastive loss:

- For conciseness, let  
- Softmax probability of the relative similarity out of all similarities; for a pair of time indices          :

(3) Hierarchical Soft Temporal CL

• Adopt the hierarchical contrastive loss proposed in TS2Vec (Yue et al., 2022)

• Losses are computed on intermediate representations after max-pooling  along the temporal axis and then aggregated

(4) Total Loss

3. Experiments

(1) Classification Task (2) t-SNE Visualization of Temporal Representations
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• Two views of the same sample are denoted as      and     , respectively.
• Assign soft labels using sigmoid function:

Weighted avg. of soft instance-wise and temporal CL loss

• 125 UCR datasets: 125 univariate TS

• 29 UEA datasets: 29 multivariate TS
• Representations learned with hard & soft CL over training epochs

• Hard CL finds coarse-grained neighborhood relationships, 

while soft CL finds more fine-grained relationships

• (3-a) Applying soft assignments to instance-wise or temporal CL provides a performance gain, 

and applying them to both dimensions results in the best performance

• (3-b) Different assignments functions for temporal CL; Sigmoid results in the best performance

• (3-c) Difference choices of the distance metric; COS (cosine similarity), EUC (Euclidean distance),

DTW (dynamic time warping), and TAM (time alignment measurement). 
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