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}ge-Language Models (LLM) -
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Attention Is All You Need

architecture

2017/06

guage Models (LLM)

Transformer

¢ Proposed the Transformer

2018/06
" GPT

¢ Using the decoder of

then fine-tuned for subtasks

Shanghai Al Laboratory |

Transformer, a language model
is trained on a large amount of

unannotated text data, which is

BERT

¢ Using the encoder of

Transformer and pre-training on
a larger dataset, the performance
is much better than GPT

2018/10

GPT -2

¢ Continuing to use the decoder

¢ Compared to GPT-2, both
the data and the model
are 100 times larger, with

very impressive results

2019/02 L

2020/05

of Transformer to explore the
potential of language models,
but the performance is not as
impressive as previous models

2022/11

Instruct GPT

¢ Through instruction fine-tuning and RLHF
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@

T Techndeal Report

ArXiv 23030877453 [es.CL) 27 Mar 2023

GPT-4

¢ Compared to GPT3.5, it supports
image & text input, can analyze

images, and provides text output

2023/03

(Reinforcement Learning from Human
Feedback), the model's generalization ability
is enhanced and aligned with human values,
making the model controllable and safe

i B models  follow ims(ructivns
with haman foed)



Large-Language Models (LLM)

> The first plugins have been created by Expedia,
FiscalNote, Instacart, KAYAK, Klarna, Milo, OpenTable,

Initial support for plugins

Shopify, Slack, Speak, Wolfram, and Zapier.

‘‘‘‘‘

interpreter (Alpha)

retrieval plugin

Mode!
Plugins

Browsing

Code Interpreter
Retrieval
Third-party plugins

¥

Instacart

Hosting two plugins, a web browser and code

Open-sourced the code for a knowledge base

@OpenAI

The Al model acts as an intelligent API caller

» OpenAl plugins connect ChatGPT to third-party

applications (Beta)

» Plugins enable ChatGPT to interact with APIs
defined by developers

> Plugins enable ChatGPT to do things like:

Retrieve real-time information;

Retrieve knowledge-base information;

Assist users with actions;

ChatGPT

We've trained a model called ChatGPT which
interacts in a conversational way. The dialogue

format makes it possible for ChatGPT to answer

|

follow-up questions, admit its mistakes,
challenge incorrect premises, and reject
inappropriate requests.

e

|
1 Collect demonstration data Collect comparison data and Optimize a policy against the
and train a supervised policy. train a reward model. reward model using the PPO
I reinforcement learning algorithm.
|
l A prompt is I:- A prompt and A new prompt is ~“
I‘ sampled from our B G roidrcamen several model Expl sampled from Write a story
prompt dataset. learning to a 6 year ol outputs are le: year old. the dataset. about otters.
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| o o
| - The PPO model is :PO.
Alabeler @ [ 0 initialized from the o
l demonstrates the it supervised policy. p g
desired output
| behavior L
| Alabeler ranks the The ptohcly generates oo uponatime
outputs from best anoutput
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-source Large-Language Models ==

t@ :F_: 55 RWKV

+  First unified full-stack open-source large- *  Parallel training based on RNN.
- «  Comparable performance with other . .
ELEETE L Ol S I I ; f: E N0 « A series of LLMs scaling from 7B to 65B.
. LA SEE illi ransformer-base S. .
The InternLM (H2E-#i&) 200 billion parameter +  One of the most advanced large-scale foundational
version, InternLM-20B, has been officially open- B oy . language models currently available, and the most
rced. The entir Ichain for th velopmen G LG FAg euresic 3% [addm
sou ced. ge tire toolchain for the development Tree Lol oures famous open-source model.
and application of large models has been upgraded, @ OPT-D TN ,
. . . o e |~ hatT® ELOOZS (&cﬂm x E a BigScience initiative
encompassing five major stages: data, pre-training, B Sarrato :
. . . BLOOM | ° 3
fine-tuning, deployment, and evaluation. Closed-Source . o
«  InternLM-20B was pre-trained on over 2.3T Tokens P T s i "0 1768 params 59 op
containing high-quality English, Chinese, and code @ N| e GO\ G0
data. It exhibits significant improvements in Frassice «  176B LLM which could generate 46 natural languages
understanding, reasoning, mathematical, and Q and 13 programming language texts.
programming abilities ) 55};; _— +  Using ALiBi position embedding to have more smooth
. s } .
v' Outstanding overall performance D wd B9 TR -+ training process and better downstream performance.
v' Strong utility invocation capability R e = S R 4 «  Embedding LayerNorm: Add extra layer norm after
4 a 16k context length (Through - s |m . . . -
Supports . gth ( 9 ) ® e w0 embedding layer to improve training stability.
inference extrapolation) o NI — G=e P
v Better value alignment. e m,, ch G
: [FastText! Glove] 7 L] - G - at lM
S U R I I T Baichuan *  GLM: A generative LLM, pretraining with auto-
wo e | w | w | e ow o« o regressive blank padding objects and could be fine-
« A series of open-source LLMs free for . . .
[ | w | e e | o . (13B & 7B) tuned in various natural language understanding tasks.
commercial use .
i I B B R Based on Transf ting Enalish & +  New ChatGLM2-6B model: a GLM-based framework,
. ased on Transformer, supporting Englis . . .
Il R I R R chi toxt wind Ipp th .g 4036 aiming at chinese Q&A and dialogue model, users can
- S S L O I e e Inses, context window length is . .
AR TR https://github.com/baichuan-inc/Baichuan-7B  https://github.com/baichuan-inc/Baichuan-13B#readme htps: //github.(om/H(ajnn?agl!G/koyesolm"e]-LL?AO pn}?s:}j!(gjsﬁeﬂ:‘ghSa;eEJyn/ﬂset.ang/publi(at\onS/ChatGLM&Beyond.pdf 5
https://github.com/InternLM/InternLM ~ https://mp.weixin.qq.com/s/ https://github.com/BlinkDL/RWKV-LM https://github.com/THUDM/GLM https://research.facebook.com/publications/llama-open-and-efficient-foundation-language-models/  https://arxiv.org/pdf/2211.05100.pdf

https://mp.weixin.qq.com/s/oTXnvWZJVdoOpFLHngbTYQ https://huggingface.co/RWKV https://juejin.cn/post/7223305855923044409 https://stock.adobe.com/search?k=Ilama+logo https://chatglm.cn/blog  https://bigscience.huggingface.co/blog/bloom



'Foundation Models

What is the
corresponding
What task will model What data can
enable zero-shot architecture? power this task
generalization? and model?

Segment Anything Model (SAM):
Build a pretrained model with large quantities of parameters in

segmentation area, strengthen its generalization by prompt

engineering.
, score
_ % mask decoder
B — ] - b , score
encoder
% conv prompt encoder
. image T t t t , score
image embedding mask  points  box text

valid masks

A powerful image encoder computes an image embedding, a prompt

encoder embeds prompts, and then the two infor-mation sources are

combined in a lightweight mask decoderthat predicts segmentation masks.

Shanghai Al Laboratory | Kirillov A, Mintun E, Ravi N, et al. Segment anything[J]. arXiv preprint arXiv:2304.02643, 2023.

https://segment-anything.com/
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Vision Foundation Models

A new generation of General Vision technology System: INTERN 2.5 a

"INTERN-2.5" is a powerful multimodal multitask general model jointly released by

SenseTime and Shanghai Al Laboratory. It consists of large-scale vision foundation a a
model "Internlmage”, pre-training method "M3I-Pretraining”, generic decoder "Uni- 4‘ / Y ('
I '

Perceiver" series, and generic encoder for autonomous driving perception
el Flah e WAy A Bk

"BEVFormer" series.

________________________________ 1 lg(/ N4 t(,:/ Mg
Bamboo [ | . -
! - T |
Open Images Dataset [ 1 T I | Al BEiT-3 (pub) ours ViT-H/14 ours MixMIM-L ours MAE-H ours
_ Objects365 L Internimage Image Classification S 895 90.1 60.7 612 69.3 717 868 923
1 . Object Detection f
’A; PASEAT? N . 1 £ ‘ Instance Segmentation _J,:ji : Barsig B
) 1 : Vlde;) T;a';k:ng ; e ] EHR R KEMEN W MRS
1 mage-Text Retrieva
- ™
1 B ? Tv:f OG:, ::i‘:;l] 2\ e 1 fﬁ ViT-H  ours Eff-B7  ours ATLDET ours ours GL;P ours  Swin-L  ours P- ours  DANewo  ourg D]éeE’T =
) _ Flowsr 1 s
. I ) Image Synthesis T
IMAGE Bamboo Pretrain | | Backb SRR Transfer 655 83 940 929 972 722 741 598 625 509 632 356 388 624 %41
Goog\e‘sConceptua\ | mage ackbone Uni_Perceivers w0
el 10N 0PEN DATASET I 0> _'h I = S
multimedia Generalist Model S R -
commars (@M : f with Shared Parameters L____ADE20K [ COCOStuff-10K | _Pascal Context | __CityScapes | _NYU Depthv2 |
|mage_text 1 Bkt BEIT-3 ours ViT-A-L ours ViT-A-L ours ViT-A-L ours CMX-B5 ours
D 1 Transformers Pt ! ! 62.8 62.9 54.2 59.6 68.2 703 85.2 86.1 56.9 69.7
ataset I S (] S [ : : : : : : : : : ;
!
| EfSEA R ARR THAEER
b Text Corpus ! Al i COCO Caption Flickr30k Flickr30k
a 3) | BEIT-3 ours BEIT-3 ours BEIT-3 ours BEIT-3 ours
Wiy HCommeRCIawl : Text Backbone 147.6 1482 76.0 76.4 942 94.8 882 89.1
TextDataset ) ~  ~~ "~ TTTTTTTToT .____________._____ Model
Internimage — Multi-task General Perception Deployment

Wang W, Dai J, Chen Z, et al. Internimage: Exploring large-scale vision foundation models with deformable convolutions[J].

CVPR 2023. "INTERN-2.5" demonstrated world's best performance on 20 important visual
benchmark datasets, covering a wide range of tasks such as classification, detection,
and segmentation, making it the top-performing model across multiple domains.



High-precision, Long-term, High-efficiency:
Al large model forecasting global weather

Built on multi-modal and multi-task deep learning methods

Science Large Al Model FENGWU

2023-07-27-02:00:00

Global medijum-range weather forecast Al Model released by Shanghai Al
Laboratory, University of Science and Technology of China, Shanghai Jiao Tong
University, Nanjing University of Information Science and Technology, The Institute

of Atmospheric Physics, Chinese Academy of Sciences .

Improves the forecast skill Cost; less than 30 Has higher accuracy than
and extend the skillful global seconds to generate all GraphCast (DeepMind) on
medium-range weather forecasts in the following ~ 80% reported prediction
forecast out to 10 days lead 10 days targets.

for the first time.

FENGWU: PUSHING THE SKILLFUL GLOBAL MEDIUM-RANGE
WEATHER FORECAST BEYOND 10 DAYS LEAD

305 ) (80%)

Chen K, Han T, Gong J, et al. FengWu: Pushing the Skillful Global Medium-range Weather Forecast beyond 10 Days Lead[J]. arXiv preprint arXiv:2304.02948, 2023.

Shanghai Al Laboratory |
https://mp.weixin.qg.com/s/m8TuGXNjv4iWqxzTpMFILg

providing strong technical support for typhoon forecast and early warning.

tw

oy

» Recently, with the support of the China Meteorological Administration, Shanghai Al Laboratory cooperated with
the National Meteorological Center and the Shanghai Meteorological Bureau to complete the real-time trial
operation of the Fengwu model deployment. Comparative test evaluation was carried out for the two typhoons
"Tali" and "Dusuri" that made landfall this year, and Fengwu showed strong business application potential,

‘;l/\. ,

Tracking forecasting of Typhoon Doksuri of FengWu,
ECMWEF and NCEP, figures above are reports from July
22th 8am and July 26th 8am, respectively.

N g

£ £

g 3

£ £

Z >| Transformer Z

: £

o =

o

Cross-modal Fuser

54 (.
Initial Modal-Customized Modal-Customized Weather
States Encoder Decoder Predictions

Overview of FengWu' s architecture. FengWu first treats the
multiple weather factors as different modalities and extracts
their feature embeddings independently. And then a
transformer-based network is utilized to fuse and
passmessages among different modalities. 8



for Medicine

5" Microsoft + WRgNuaNce

Nuance is introducing a new GPT-powered capability for
contact center Al solutions. Here's how it will help our

customers make their existing Al self-service experiences even

smarter, enabling higher levels of self-service while increasing
cost savings and driving revenue.

Hippocratic Al

— Do No Harm —

https://www.nuance.com/index.html

https://whatsnext.nuance.com/customer-engagement/gpt-
powered-capability-nuance-contact-center/
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https://www.hippocraticai.com/
https://mp.weixin.qq.com/s/1SiqLSaa
dpYgc8Aljlatcw

for Medica

https://mp.weixin.qq.com/s/5CP9ETeeb5FsUy68NNN5IQ
https://www.chunyuyisheng.com/
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+ Clinician
Hello, it's been a long time since
we last saw each other. How are

you today?
« Patient
Good morning doctor, well, | am
very tired all day long, hard to be
focused at work

+ Clinician

https://www.nabla.com/
https://twitter.com/NablaTech

Med-PaLM

‘Alarge language model from Google Research, designed for
the medical domain.

SCROLL 10 EXPLORE

https://www.google.ca/
https://sites.research.google/med-palm/
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" Med-PaLM 2
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High Quality Answer Traits

Better reflects consensus |
Better reading comprehension [ -
Better knowledge recall — -
Better reasoning [IIT=-
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Potential Answer Risks
More inaccurate/firrelevant information | =— —_
Omits more information [ —_
More evidence of demographic bias -
Greater extent of harm [/ _
Greater likelihood of harm [~ —_—
0 20 40 60 80 100
% Responses
W Med-PalM 2 Tie WM Physician

Shanghai Al Laboratory |

K, Singhal, T. Tu, J. Gottweis, et al. Towards Expert-Level Medical Question Answering with Large Language Models. https://arxiv.org/pdf/2305.09617.pdf

https://cloud.google.com/blog/topics/healthcare-life-sciences/sharing-google-med-palm-2-medical-large-language-model
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Automated and human evaluation Flan-PaLM
= n-pauns [N
. 8 65
Article T wes ot [
. . Medical question answering benchmark PalM g - i [
Largelanguage models encode clinical o m ~ % B
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CLEETED / N [EVEER pr'of":'m'r"g Q: How long does it take for newborn jaundice to go away? G [ 1%
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choice question tasks, its accuracy on MedQA is 67.6%.

83.8

80 — 75‘18“ ol . 879.9 .
« Compared with Plan-PaLM, Med-PaLM has significant . o0 2 220690630
improvement in practical problems, its accuracy is s
comparable with professional doctors, showing its S 40-
<

potentials in medical fields. 29 0655

« Besides Med-PaLM, a new dataset is proposed for
medicine LLM evaluation. °”

Clinical Professional College Medical
Knowledge Medicine Biology Genetics
OPT BLOOM mem Galactica 120B Gopher mmm Chinchilla wwm Flan-PaLM

K. Singhal, S. Azizi, A. Karthikesalingam, V. Natarajan, et al. Large language models encode clinical knowledge.

Nature. 2023 Extended DataFig.2|Comparison of SOTA LLMs on MMLU clinical topics. Flan-PaLM achieves state-of-the-art performance on MMLU clinical topics.
Shanghai Al Laboratory | 11

https://36kr.com/p/2342550668809730?channel=wechat
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Vision Foundation Models for Medical Images =

M
5 |

« MedLAM is the first completely automated medical adaptation of the SAM

69SPPT

model, designed to significantly alleviate the annotation workload in the

€0LSST

segmentation of medical image.

The Number of Image-mask Pairs

+ Developing MedLAM, a Localize Anything Model for 3D Medical Images

2
« IS

+ Coupling this approach with SAM’ s segmentation capabilities led toan

ADIL AN
RIVRER

efficient and accurate process for image segmentation.

Mask decoder |

1
Prompt encoder

Extreme . Zmax
points min 25 seding [ D
min
templates Viiiii Xni A Xmax
Xmi y 3 Bounding box prompts
z ¥ Xmax o
max
Y/ x TG
Zmin

« Motivated by the remarkable generality of the Segment Anything Model (SAM),

MedSAM is the first foundation model for universal medical image segmentation;

Projected 3D bbos segmentation res « Thoroughly evaluate MedSAM through comprehensive experiments on over 70

Extract the target point

internal validation tasks and 40 external validation tasks, spanning a variety of

eeeee

e W W 5, 5 anatomical structures, pathological conditions, and medical imaging modalities;
+  MedSAM consistently outperforms the state-of-the-art (SOTA) segmentation
foundation model, while achieving performance on par with, or even surpassing

specialist models. These results highlight the potential of MedSAM as a powerful

tool for medical image segmentation.

Extract the target point

W. Lei, X. Wei, X. Zhang, K. Li, S. Zhang. “MedLSAM: Localize and Segment Anything Model for 3D Medical Images” Jun Ma, Yuting He, Feifei Li, Lin Han, Chenyu You, Bo Wang. “Segment Anything in Medical Images” arXiv:2304.12306v2 2023

arXiv:2306.14752 2023



Foundation Models for Science ===

+ Protein language model is the transfer application of various language models in the field of biochemistry.
« It can promote the prediction tasks such as protein structure, protein function and generation of new sequences.

+ Unsupervised language models can directly utilize massive sequence information in protein databases without relying on manual annotation of sequences.

« Examples: ESM series including ESM-1b, ESM-MSA-1b, ESM-1v, ESM-2 are proposed by Meta.

f ) L \ f One-time Per Task \
ESM-1b 7amily-specific l ESM-1v zero-shot e R —————
— MSA generation training
Training: self-supervised, masked token N Training: self-supervised, masked token il =]
- . UitiLioa Fewshot [ nisx
Dataset: UR50, 250 million protein sequence — Dataset: UR90, protein sequence e
Task specific models
Tasks: Biochemical Properties, Variations, Remotgﬁf}ﬁr@_c( )7 Tasks: effects of mutations on U enie | 7'7
L Secondary Structure and Tertiary Contacts [:Em'b”é"jd”émg ) L protein function m.prd
o ® o— ® >
2019 2021 2021 2022
I I
rES M M SA 1 b Column Attention f Pretrained via Masked LM \
- - few-shot o . ESM-2, ESMFold =g X
Training: self-supervised, masked token = Training: self-supervised, masked token
-(odumn Pa tructure
Dataset: 4.3 TB, 26 million MSAs o ‘ T Dataset: UR50, protein sequence i 'P,‘t:;d"f
Tasks: long-range contact, secondary and HHHHHH ; Tasks: ESMFold — structure prediction (2ooooooo 48 blocks
m mm Attention
tertiary structures >617 million metagenomic protein $eguances
9 ry S < i V),

O\ Meta



Foundation Models for Science

Motivation: the statistical laws of protein sequences imply their structural information — the language model can learn this law through the input sequence.

Task: filling in missing amino acids in protein sequences — a language model has to understand the underlying structure that creates the patterns in the

sequences

Evidence: As language models of protein sequences are scaled up to 15 billion parameters, an atomic-resolution picture of protein structure emerges in the

learned representations.

HNVYIMAD
A Perplexity
wys <10 -5 0 10 15
e — : . —— —l—

1.0 4 A _ Z 4 /
s = = = /7 o Vg
a 2 g 8 [eccta® 4| .o
~ 0.5 - e = i P NI AR
[Vs} n ] w wn &

w w w w %
0.0 T T T T T T T T
00 05 1.0 00 05 10 05 10 00 05 10
ESM-2 (8M) ESM-2 (35M) ESM-2 (150M) ESM-2 (700M) ESM-2 (3B)

Shanghai Al Laboratory |

RMSD
pIDDT
Perplexity

Target:
T1056

RMSD
pIDDT
Perplexity

ESM-2 (8M)

ESM-2 (35M)

ESM-2 (150M)

ESM-2 (650M)

Fluorescence
Activity

ESM-2 (15B)
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Emergent abilities

With the advent of large models, the term 'emergence' has become
popular. It is typically described as capabilities that do not exist in small-

scale models but are present in large-scale models.

—e— LaMDA —=— GPT-3 —4— Gopher —#— Chinchilla —@—PaLM - -~ Random

(A) Mod. arithmetic

(B) IPA transliterate  (C) Word unscramble

(D) Persian QA

50 50 50 50
— 40 £ a0
= =
- 30 S 30
I = e =
& g
520 E 20
g -
< =
<10 g 10
0 - 0 - 0f -Somemn® . _ . 0
10'8 1020 1022 10%4 10'8 102 10?2 10 10'8 1020 1022 1024 10'% 1020 1022 10
(E) TruthfulQA (F) Gr ded (G) Multi-task NLU (H) Word in context
70 70 70 70
60 60 60 60
K50 X 50 X 50 K50}~ -
2 40 2 40 7 40 = 40
g g g g
'; 30 £ % £30) £ 30
g 2f""" —a" " S 20 g 20 g 20
< < < <
10 10 10 10
0 0 0 0

1020 1022 10%

10201022 10% 102 102 10% 1020 1022 10%

Model scale (training FLOPs)

Figure 1: Emergent abilities of large language models. Language model families display sharp
and unpredictable increases in performance at specific tasks as model scale increases. Emergent
abilities [34] have also previously been labeled “abrupt, specific capability scaling” [8], “break-
through capabilities” [29] and “sharp left turns” [17, 18]. Source: Fig. 2 from [34].

Are Emergent Abilities of Large Language Models a

Mirage?

Rylan Schaeffer, Brando Miranda, and Sanmi Koyejo

Computer Science, Stanford University

Shanghai Al Laboratory |

https://mp.weixin.qq.com/s/XfqVaEt7SyxMGkRM3eGyog

itage of large models: Emergent abilities
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"I am 1.75 meters tall and weigh 50 kilograms.
How should | lose weight?”

4 Modek:Dofautt (GPT-35)

Losing Ithy o

weight loss journey:

1

Losing 05 to 1kilogram per week is a healthy and achievable target.

body b

y age, gender,
activity level, and basal Th
your This can be througha
3. E
it 15, and fibe vegetables, whol I
tofu, and i ),
ind olive oil. Limit you
fats.
4. your Use smaller
lates, bows

food. Pay

comfortably full
5.

taboll

Aim for a mix of

tive for atleast
activity or 75

strengthening activities on two or more days.

7. Monitor ye v routine, and weight
changes. motivated.
B titionist, or registered

Your specific
needs and goals.

Remember, weight I
changes to your diet or have
conditions.

GPT 3.5

+! Modek: GPT-4

1 am 1.75 meters tall and weigh 50 kilograms. How should | lose weight?

Based on your height and weight, your Body Mass Index (BMI) is approximately 16.3, which is
classified as underweight. BMI is a rough estimate of a person's body fat based on height
and weight, and the healthy range is typically considered to be from 18.5 to 24.9. Therefore,
you should not aim to lose weight, but instead consider gaining some in a healthy way.

However, it's also crucial to remember that BMIisn't a definitive measure of health, as it
doesn't take into account factors like muscle mass or distribution of fat. But, in general, a

BMI that falls in the underweight category can increase the risk of certain health issues.

Always consult a healthcare professional or a dietitian for personal advice before making any

major changes to your diet or exercise routine. Here are some general tips:

[l

Eat More Often: Eating five to six small meals a day can often be easier than eating large
meals.

o

Choose Nutrient-Rich Foods: Prioritize whole, unprocessed foods that are high in protein,

fiber, and healthy fats. These foods will be more satisfying and nutritious than junk food.

w

Include Protein: Proteins are the building blocks of your body. Consuming enough protein

can help you maintain your weight and muscle mass.

>

Stay Active: Regular physical activity, including strength training, can help you build
muscle and promote a healthy appetite.

Remember, it's important to gain weight in a healthy way. Avoid bingeing on sugary or fatty

foods just for the sake of adding calories. Try to focus on nutrient-rich foods, as these will
also provide you with the vitamins and minerals your body needs.

15



Advantage of large models: Long-tail problems

Published achievements in digital human medicine, which include 200 anatomical targets of human organs. The data modalities involved
include: MRI, Ultrasound, DSA, CT, DR. Over 200+ sections of vascular networks between human organs have been restored, the precision of

which surpasses the domain of what human doctors can visually distinguish between arteries and veins. This has reduced the amount of

annotated data required for downstream tasks to less than a hundred instances. The model and some finely annotated data are open-source
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Advantage of large models: Long-tail problems
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e construct a digital human body atlas to achieve
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Automated data
annotation

Intelligent annotation efficiency
increased by a hundredfold
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Deployment of large
model inference

Large model inference efficiency
improved by 100%
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Is: Data security, Maa$S

Model-as-a-Service

Parallel training of large models

Single cluster with 4000 cards - 500 billion dense
parameter model
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Incremental training
of large models

Incremental fine-tuning cost
reduced by 90%
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Challenges of large models: Computational power for training and deployment

Training

« Hardware: 384 pieces of A100, with a single card
memory of 80GB, accommodating the batch training of

175 billion parameters
« Cost: $9.6 million (48 servers, $200,000 per server)

- Rental: Single training round ~$3 million (AWS p4d x 2
months)

Inference

« Hardware: 8 pieces of A100 for single operation,
capable of generating about 15-20 words per second

(before deployment optimization)

Estimated Resources

« Training from scratch for a trillion-parameter model:
500-1000 pieces of A100

 Fine-tuning for a trillion-parameter model: 50-100
pieces of A100

Shanghai Al Laboratory |
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GPT-3.5
Model Input Output
4K context $0.0015 / 1K tokens $0.002 / 1K tokens
16K context $0.003 / 1K tokens $0.004 / 1K tokens
GPT-4

Model Input Output

8K context $0.03 / 1K tokens $0.06 / 1K tokens
32K context $0.06 / 1K tokens $012 / 1K tokens
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OpenMEDLab

The first multi-level, multi-scenario, high-precision and implementable medical basic

model group "OpenMEDLab" has recently been open sourced, integrating the world's top

Al research and development capabilities, massive medical data and medical expert

knowledge.

The first group of basic models released includes basic models trained on more than 10

data modalities such as medical images, medical texts, biological information, and

protein engineering. Aiming at promoting cross-field, cross-disease, and cross-modal

scientific research breakthroughs based on basic medical models, while helping to solve

long-tail problems in the medical field and promote the industrial implementation of large

medical models.

Vision %

Foundation
Model .
Medical
Foundation
Models

Shanghai Al Laboratory |

https://mp.weixin.qg.com/s/09qh9zBhJLd-oNZqJ0I54w

Modality-
specific
Foundation
Models

Organ-specific '!
Foundation
Models E
Task-specific
Foundation
Models

World's first open-source platform for medical foundation models

“OpenMEDLab”
https://github.com/openmedlab

Prompting Foundation
for Medical Image Anal

Pre-trained Medical In
Foundation Models

Foundation Models
for Protein Engineering

The large Chinese medical language model, based on massive medical knowledge and
, can provide multi-scenario and multi-round conversation capabilities

such as ; ; ,and .
A series of image model groups can achieve cutting-edge research and clinical tasks such as

_ ,and for different modalities such as
: : ,and , and efficiently enable solutions to
clinical medical imaging-based problems. The model is lightweight and can meet the clinical
deployment and convenient application of innovative research.
In terms of biomedicine, the large-scale protein sequence model is developed. It can help design and
synthesize highly stable and bioactive proteins by integrating biomedical expertise, solving the

common problems of long time and high cost in the development of new protein drugs.
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d Work: Spectrum of Foundation Models

The spectrum of foundation models in medical image analysis

Vision
Foundation
Model Medical
Foundation
Models
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On the Challenges and Perspectives of Foundation Models for Medical Image Analysis
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Our Related Work: Vision Foundational Model

Grand Challenge

A platform for end-to-end development of machine learning

solutions in biomedical imaging.

sa% 82,000+ users T 356 challenges (/) 2,750 algorithms

Three Medical Image Classification Tasks

https://medfm2023.grand-challenge.org/medfm2023/

powered by aws

Fa Abnormality #Sample
F » Cardiomegaly @ zo0
Pleural effusion 0 1266
4 Pneumonia 0 sos
Hilar enlargement 7
Nodule [ e6s
Aortic calcification Wess
Tortuous aorta ez
Pleural effusion, s ‘32
Pneumonia, Atelectasis Thickened pleura '97

Fracture ll29

MedFMC: Foundation Models for
Medical Image Analysis Challenge

This challenge aims to promote technological
innovation and explore new learning paradigms in the
field of medical image analysis.

Using a small number of data (1-shot, 5-shot, 10-shot)

Abnormality #Sample s .

= provided by the challenge, transferring the large-scale
R— pre-trained general foundation model to three medical
- — image classification tasks.

e

WYY
1844 /s,
MR

8 Normal Tissue o Tumor Tissue s Tt J
) o FlALWRERS  \)
- Ay VoA Shanghai Arilicial Intelligense 1.ahorat &
v i #Sample 6494 & #Sample 3515
249 g‘ RIYL #siide 147
L,
iRl 4 &
Leison #Sample #Study
Ulcer . 790 69 5
coson ([ o ) N ZEs—HEER |[§E
,’ THE FIRST AFFILIATED HOSPITAL OF ZHENGZHOU UNIVERSITY
Polyp '90 62
Ulcer, Tumor Tumor 13? n

“A Real-world Dataset and Benchmark For Foundation Model Adaptation in Medical Image Classification”
by X. Wang, D. Wang, L. Wang, M. Li, S. Zhang, et al. Scientific Data. 2023 Accepted




Our Related Work: Vision Foundational Model

Eild N T WEXRE
arghai Assficial lielligence Laboralory

w

Polyp Detection

i
77
_-_—— §u3
N ‘ pink, round,
polyp |— Prompt Generation —*| polyp,inthe [—>
bowl.

|

ICLR

{1 Japoousd 1X3L,

. . ° “ a;;ﬁmd gtn’r’mled pmmb;v frarnnat
Medical Image Understanding with T (TR Tl T oo ] |
° o o Hen it H 1: “What color is this [CLS] 7 1: “The color of [CLS) is [MASK]." \
Pretralned VIS'O“ Language MOdeISo L. Jo2: "Wt is the shape of this [CLS] 7] ] L 1| [02: “The shape of [CLS] is [MASK]~ ]
A Comprehensive Study Jo3: “Where i this TCLS] located™ ] | sdicEiion [o3:The locstion of TCLS] s (MASK]" |
! Al: [COLOR] mop 1[a1: [coLor) a2 Tsuare] Jas: fLocation) | ! 1
MG | — | VQAModel | — [x2 rsHaPE] Top2[a1: [coLor) ax: rsuare] Jas: fLocarion) |«— P“b)::‘;lm
1;;.[31‘ [COLOR| l«zA [NMPLJ [.u [LOCATION/ |
> As one of the pioneering work in applying the visual-language pre- Generation based on Pre-Trained VQA Model Generation based on Medical Language Model
trained model to medical image analysis area, this work first explored The method in the paper demonstrates Overview of the proposed approach: The optimal medical prompts can be

automatically generated with the help of pre-trained VQA model medical

the absolute superiority over traditional Janguage model, or a hybrid of both.

how to automatically generate appropriate language prompts to
Y9 pprop guage p P methods in low-resource scenarios on _ -

guide the pre-trained model identifying the target object in few-shot or | thirteen medical public datasets spanning e creamer fromees

. . Itipl dalities.

even zero-shot situations. mutiple modalities

ground truth

Table 2: Our approaches v.s. supervised models on non-radiology datasets (AP%).

> Using the invariance of descriptive languages such as color and shape Method Badtose INICING DRUCZZ2 Peiyp (<) Bocn ooty [
Faster RCNN RN50 50.3 423 56.6 56.9 398 49.2
. . . . . RetinaNet RN50 54.0 43.1 58.8 56.7 357 49.7
in different fields, we can recognize some unseen concepts even in the Pilbes LDV SwnT 529 42 @9 o0 3% SI8
GLIP-T(default cls) Swin-T 62.4 503 68.1 625 439 574 default polyp
. . Ours (Manual) Swin-T 64.1 50.3 69.4 622 434 519 classname
case of zero-shot tasks. And by inducing a large language model (LLM) s s Sk dowe ot G st ded B
Faster RCNN RN50 446 27.0 449 38.6 - 38.8
. . . RetinaNet RN50 41.7 284 417 54.3 = 415
to complete adjectives, we successfully automates the generation of oshor DV SwT a5 ms a5 s - 83
GLIP-T(default cls) Swin-T 559 414 57.6 59.8 - 53.7,
Ours (Manual) Swin-T 58.0 437 60.8 60.1 - 557
these descriptive hintS. Ours (Auto) Swin-T 588 424 608 602 - 556
GLIP-T(default cls) Swin-T 20.1 0.1 4.1 0.7 76 6.5 pink bump
. ‘GLIP-L(default cls) Swin-L 204 36 11.9 104 11.6 116 +color
! et Ours (with MLM) Swin-T 25.1 248 384 24.1 203 265 +general concept
1 Ours (with VQA) Swin-T 235 129 27.1 143 262 20.8
. Ours (with Hybrid) Swin-T 245 225 35.1 143 248 242
1 Ours (Manual) Swin-T 333 259 413 269 314 318

N o . . . . . . ) By adding descriptive prompts, the accuracy
Qin Ziyuan, Huahui Yi, Qicheng Lao and Kang Li. “Medical Image Understanding with Pretrained Vision Language Models: A Comprehensive Study.” , ICLR(2023) of model recognition can be greatly

Shanghai Al Laboratory | improved without additional training 24



: ur Related Work: Vision Foundat

Endo-FM

> Constructing a large-scale endoscopic video dataset consisting of over 32K video

clips (5M frames), encompassing varying modalities, target organs, and disease
types.

Developing a foundation video transformer model capable of capturing both local
and global long-range dependencies across spatial and temporal dimensions.
Endo-FM achieves promising performance when applied to various downstream

tasks, surpassing state-of-the-art methods by a significant margin.

% .o b
’ Pre-training Data \

Teacher Video Transformer

Z.Wang, C. Liy, S. Zhang, Q. Dou. “Foundation Model for Endoscopy Video Analysis via Large-scale Self-supervised Pre-train”

Shanghai Al Laboratory |

ional Model

Table 2. Comparison with other latest SOTA methods on 3 downstream tasks. We
report F'1 score for PolypDiag, dice for CVC-12k, and F1 score for KUMC.

Method Venue PolypDiag CVC-12k  KUMC
Scratch (Rand. init.) 83.5+1.3 53.2+£3.2 73.5+4.3
TimeSformer [3] ICML’21  84.2+0.8 56.3£1.5 75.842.1
CORP [13] ICCV'21  87.140.6  68.4+1.1 782414
FAME [10] CVPR'22 854408 67.241.3 76.941.2
ProViCo [26] CVPR22  86.9£0.5 69.0+1.5 78.6+1.7
Qian et al.[28] ECCV™22  87.6+0.6 69.1+1.2 78.1+£1.9
ST-Adapter [25] NeurIPS’22 84.8+0.7 64.3+£1.9 74.9+2.9

Endo-FM (Ours) 90.7+£0.4 73.91+1.2 84.1+1.3

I
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, MICCAI, 2023.
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Our Related Work: Vision Foundational Model

Article Stage 1: Self-supervision on retinal images Stage 2: Supervised fine-tuning for clinical tasks
° ° - Ocular disease diagnosis ntern -
Afoundation modelfor generalizable , weons ) ers et
. ° ° ° : Diabetic retinopathy Public Public
I, disease detection fromretinalimages pe
na u e  CFP
https://doi.org/10.1038/s41586-023-06555-x  Yukun Zhou'***, Mark A. Chia**, Siegfried K. Wagner>*, Murat S. Ayhan'**, Ocular disease prognosis Internal
Received: 5 December 2022 Dominic J. Williamson'?4, Robbert R. Struyven'?#, Timing Liu%, Moucheng Xu'?,
Mateo G. Lozano?®, Peter Woodward-Court'*%, Yuka Kihara™, UK Biobank Eye & Vision
Accepted: 18 August 2023 Consortium*, Andre Altmann*?®, Aaron Y. Lee™, Eric J. Topol®, Alastair K. Denniston'", . . * Fellow eye converts to wet-AMD /sziH-e
Published online: 13 September 2023 Daniel C. Alexander'™ & Pearse A. Keane™™ g
\OCT
AN %

«  Investigated the development and validation of a foundational model for retinal images, ! Oodomes predCton of ySeme S emal Evtena
RETFound, with the objective of mitigating the Al model's heavy reliance on massive MRS + - Myocarda mareton e UK
labeled data and bolstering its generalization capability in disease detection tasks. publo detzests Hearfalue Ge=r Biobank

. RETFound stands as the inaugural foundational model in the field of ophthalmology, - N e o s e
adopting one of the most extensive training datasets and being validating on the most g £ " I
comprehensive set of validation tasks. This open-source model can be tailored to custom g II g L 1 & 1
downstream tasks, promoting diverse ophthalmological researcn.. -8

«  Trained on 1.6 million unlabeled retinal images by a manner of Self-Supervised Learning N Pt T T
and later adapted to disease detection tasks based on explicit labels for the detection of % “II ‘. ~Lulll " lI
various diseases. P &y;@@;wé } iix;@;{%‘

«  RETFound outperformed the other pretraining strategies using only 10% of labeled w e
training data and showed consistently high adaptation efficiency, demonstrating the R
potential of this foundation model in alleviating data shortages and adapting to JOOEE el
downstream tasks. T

. RETFound provides a generalizable solution to improve model performance and alleviate Dol o Tosl
the annotation workload of experts to enable broad clinical Al applications from retinal SEES LSS

oo o

imaging.

Y. Zhou, M. Chia, S. Wagner, D. Alexander, P. Keane, et al. “A foundation model for generalizable disease detection from retinal images.” Nature, 2023.
https://github.com/rmaphoh/RETFound MAE https://new.qg.com/rain/a/20230914A0473700



: Large Language Models
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Medical Medical Quiz Medical Medical o &)
e 100+ Textbook Guidelines ‘ M ed G P I
Database 100+ 1000+ N
| r (3 [ ] L]
0 «> Intelligent consultation display
Disease Timely
Database with Databases Laboratory TR,
over 4000 for diseases Test NS, RS, . .
Categories like COVID- Database > T T T e T
i . B W RS0
(millions of 19, Swine Flu, ESERIEA— T BTRBREZS, EEEREIERS? i
entries) etc PoDE, IR
RS SARETR, ERFEaRET
° ; 9, EHECREINTUMEE, BRNE—NIHER, XMMERDSE
Real-world Real-world Q&A LLM for Medlcal B gﬂ;g??‘? RENFMEE. BRNE—NIRE, XiMEREEE
Hospital pata
Consultation (tens of millions Foundation Model =
N EEHFNCINE ETENMA, XTMSEENERZ —,
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approximately 4,000,000 instruction A <
datasets from both the Chinese medical
Adverse Drug Use domain and general domain.
Dru .
9 Instructions
Reactions . .
Including health education,
physician examinations, report
interpretation, medical record structuring,
Shanghai Al Laboratory | and simulated diagnostics and treatments. 27




Number of Training Data
60

Log (x+1)

® General Domain = Medical Domain

Shanghai Al Laboratory |

| arge Language Models
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Self-supervised Pre-training

Medical Domain Corpus: Textbook, Guideline,
EHR, papers, etc. ~12B tokens

General Domain Corpus : Wiki, Webpage,
News, etc. ~230B tokens

Instruction Tuning
Medical Domain Instruction Tuning Dataset:
1 language, 17tasks, 19 types of prompt, 2.7B
Generic Domain Instruction Tuning Dataset:
46 languages, 16 tasks, 16 types of prompt, 5.3M
Medical Domain QA Dataset: ~4B tokens
Generic Domain QA Dataset: ~1.2B tokens

Plugins

General Plugins: Search Engine, Sci Calculator, ~600M tokens
Medical Plugins: Knowledge Retrieval, BMI Calculation, ~109M tokens

RLHF

Medical Domain Dialog Dataset:
7 scenarios, ~49M tokens
Generic Domain Dialog Dataset:
16 languages, ~72M tokens
Generic Domain Task Dataset:
Chinese & English, 16 tasks, ~35M tokens 28



Medical Domain Supervised Fine-tuning
Collect demonstration data and train a supervised policy
« Instructions: NER, plugins, etc.

« Multi-round dialog: Consultation, triage, etc.

« QA: physical examination, drug consultation, etc.
refuse to non-medical

« Rejection: respond

questions
Reward Model Training

Collect comparison data and train a reward model

Design a prompt for self-evaluation

RL Model Training

Optimize a policy against the reward model with RL
Improve the basic PPO framework

Balance the exploration & exploitation
Shanghai Al Laboratory |
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NER
QA
Multi-round
Consolation
Dr- Dialog
PJ Summrization
Follow-up
Plugins
Rejection
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Customized Knowledge Base

The model can search within a specified knowledge
base based on the question posed. It summarizes the
content of the related documents retrieved and

generates a response to the question.

. = )
Relevant Docs
- — ‘.

User L
Query
Embedding
Model
r Knowledge
r Base \
[ [ E Retrieval
Data Chunks
1 |
= =
Chlunk | :_> Embedding _
Spliter Model
1 I
| — ——
, I |

Vector Store

Shanghai Al Laboratory |

d Work: Large Language Models

Long-range Memory
+ Storing personal information:
No maximum input length

restriction, retains long-term
health records of individuals.
+ Storing medical information: s
Maintains patient information,
supports automatic follow-up

scenarios.

Multi-agnt Scheduling

In current complex Al medical diagnostic
and treatment processes, there often exist
multiple specialized small models, such as
data quality control, vessel segmentation,
lesion detection, and critical judgment, etc.

Having LLM invoke its own capabilities to
complete simple tasks, and coordinating the
scheduling of specialized small models for
complex tasks, will make complex reasoning
across multiple departments and modalities in
the diagnostic and treatment phases possible.

Read

Personal Record

Write

|

.

Action

Medical Record
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LLM.int8()

[] Regular values
[] outliers

*—-

s* = arg min L(s),

s

s = f(sx,sw) =sx®-sw 7, o, f* =argminL(sx® -sw ")

Shanghai Al Laboratory |
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LLM.int8() GPTQ

8-bit Vector-wise Quantization Inverse Layer Hessian

Weight Matrix / Block
(1) Find vector-wise constants: Cw& Cx (2) Quantize (4) Dequantize (ChOIeSky Form)
X PR X270 =Xs  outx (€, ®C,)
B EE O Wi 271G =W, T ia7ey - OVt
3[of3]2 [o]2]
i m (3) Int8 Matmul
J L X, W= out,,
X
16-bit Decomposition
(1) Decompose outliers  (2) FP16 Matmul LLLL‘
W X W_=Out
F16  F16 F16 Out
X E Frie computed initiall block i quantized recursively
m ”5 P Y column-by-column

unquantized weights
that are updated

I:. quantized weights -

Q(W)nirs

Request Queue

ze =8

Max Batch Si

Session Length = 2048

Persistent Batch Inference

B

Model Size

scale beforw w
a

Min Hardware

Requirements Before

Quantization

Min Hardware
Requirements After
Quantization

l EEREEN

{ average mag. 7B

1 x 3090

1 x 3070

< . 14B

1 x A100

1 x 3090

30B

1 x A100

1 x 3090

L(s) = QW -s)(s™ - X) - WX|| 1008

3 x A100

1 x A100

B 1768

5 x A100

2 x A100

LLM.int8() https://arxiv.org/pdf/2208.07339.pdf
GPTQ " i

AWQ https://arxiv.org/pdf/2306.00978.pdf
LMDeploy https://github.com/InternLM/Imdeploy

Request Arrive Time
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Detailed and accurate “popular science” drug
consultation and Q&A capabilities

Ability to recommend drugs through light

consultation covering common diseases and = 0

symptoms

Medication
consultation
LLM

Specific training and optimization for
authoritative drug data

Powerful context-related capabilities and multi-turn
dialogue capabilities
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Bl N TWE KR E

Sharghai Arsicial leelligeece Liboratory
B Multi-terminal product application: mobile + PC web
< REBF I i< RHEF NG i< RBEHF N QEEWEQ

@ 2w sminw, st (R IPA LR @ =5 s, St aTums BRI E, BREERERE, B AR

TR, BROPEHA, TUSHRS, Ll (e, B2, STSIARSRETTE, BUsSERLE—T, #E
5, 3

B s EE, GUNRIER, Al
smmsmes, tanemssmexans. (@) et @ e
- AREHRRERER? —REWGSURIE?
BEINARER, (LR BREE, _
R
- RIETAELHLE “ —REWEA-6R, BRIK, JERSEA, SRES, Lk (R, BTASER. EASSEERY
. 53, =i, . Bwen mem
85 B, mweh T
R > B ik, —Bi-6n, SR, EESHT
- Rk [2] B R
(3] ERH.
B MR EFF X B LESRB Y
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a's d f g h j k | A (1] 8. 8h [5] RAER.
zlxlclvliblnlm it (2) ERH.. 44 (5] R
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B Medication consultation cases
Inquiry

1697, BRI, FHATTIARIENG?

PIEFRHEEH AAREEA?
1557, LB AT
@57, L 2. LR, ET L 2A. WEUARE. MR R E SR
IR, NRAE, REYAT [i8 L FEEL . B R,
WUSRER BRI
EESRIE LRONANR, 354 ff t
z:’" Exb 5 SRR [ O, IR, BHIATRENE? e ertec
‘Ao Capsules B SBER BEHE
BSR4 L
ARG ARLS BEESER B
*
AR
120, Wt WSSHENR
037, IR, BHHATTABRENG? 2.5, ERSERSRIL
3. 05, MESBRA
4 FEEDIES. DR,
SRR PRSI ES? WS
L, L]

Y, ERFELS,

©F, BRI, BHATASHENS?

©F, BRI, BHATIBEHS?
SEUBHRBHABEIR?

SRR A2
RETHHIOER, SRIRKHEERAEE,

ESENEEATASPRARN, NXTM, BEM. GUS. B, S A, AT ESE
SRIESESIIRIA, ([1114])

The LLM gives medication consultation powerful multi-round dialogue and context-related capabilities.

Authoritative drug data enables LLM to gain powerful drug understanding and reasoning capabilities
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Simulate conversations between real doctors and pharmacists, eliminating the need to prompt for drug

names and related details in each conversation
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Related Work: Large Language Models
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Based on LLMs and intelligent voice technology, it realizes functions such as batch outbound calls, human-computer interaction, and automatic statistics,

helping hospitals complete follow-up of scientific research, specialized disease and caring work, reducing hospital follow-up costs and improving the work

efficiency of medical staff.

[lgl Outpatien} follow-up, letter-call foIIow—up,fhome visit follow-up, = =
entrusted follow-up, telephone and email follow-up R = = —
Traditional Follow-up £2 > g YT
< Shanghai Artificial Intelli Laboratory
plpellnes m Understand health, morbidity, disease, and death status, and f_n-l
understand satisfaction
// ________________ \\
| \
1 9 1 — —
Al for Follow- — | GELFLLCE T o —— R
m 1 ' Follow-up n‘]
up X i dialogue
= !

Understand and connect
contextual questions and
answers

Thinking and answering out-of-
scope questions

- ———— - —
N ————— -

More humane follow-up Stronger conversational
interaction understanding

N —————
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Our Related Work: Foundation Models for Science

- Core scientific question: Can a general Al model for protein engineering be constructed to directly design protein

\ ’
@

products that meet application requirements (end-to-end)?
1. First, use the sequence and structure )
information that already exists in nature for 2. Then, use the labeled related data set 3. Finally, use a small amount of wet
(such as ocean data) for supervised learning. experimental data (dozens) for model

pre-training. Our model: ~600 million ‘
tuning.

parameters, billions of protein training data.

Human Corpus Pre-training Standard Dataset Optimization Reinforcement Learnina for Expert
(gpt 3.0: 175 billion parameters, hundreds (supervised learning) Decision Maki?1 P
of billions of training data) 9
Analogy: Chat GPT
Bingxin Zhou, et al. NeurlPS , 2022. https://arxiv.org/abs/2304.03780 Zhao, et al, Nature Communications, 13, 7861 (2022)
Li m, et al,, Journal of cheminformatics, 15, 12 (2023). 35
Professor Hong Liang's Research Group at Shanghai Jiao Tong University
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@

Crispr Case 12 (gene editing proteins, improve activity) T7RNAP (RNA drug polymerase, improves thermostability)
Ve Improve high temperature stability and

§,2-5' BE'E’—_?SSS% reduce immunogenic impurity products .

E 2.0~ 541 T7RNAP “ Top5 Mutant - mﬁ
; A ss | . ”°§1
o 2
"3'. 1.5 50 s W S A “’°§
2 5 w3
ERTAS - SO €
3 " ) . 3
© 0.5+ g
E ‘ ‘ \m o 60 %
o T
= 0.0~ ‘ ‘

50

50
M16-5 M2-5 M3-4 M4-1 M4-2 M8-3

T T T
R fE Sl B

It took three and a half months and two rounds of iterations to develop a multi-site
mutant with a melting temperature increased by 7 °C. Its stability and activity are
comparable to those of the engineering protein developed by the leading company.

One round of design + experimental iteration, the positive rate of the design is 55%.
The editing efficiency of the best mutant is increased by 2 times, achieving the best
of its kind.

An IVD enzyme (improves thermostability) Ago protein (nucleic acid detection/

tumor detection enzyme, improve activity)

L]

:i.lﬂlllh ]Ilﬂhlllll ni Ii "nnlﬂhlnnmmw :

BARE 23 3Rfr AR 3Rfr ARMY sEfr 6mfr  s-108fr

4 1 site 2ssites 3 sites 4 sites 5sites 6 sites 7 sites 8 sites  9-11 sites
1 F—RiEK FRER

activity

Three-round design + wet experiment, the positive rate of the design (30% in the first round), the
second round (60%), and the third round (100%). The melting temperature of the best multi-site Two-round design + wet experiment, the posntlve rate of the design (first round 40%), second
mutant was 6°C higher than that of the wild type (WT). round (90%). The optimal mutant has an 8-fold increase in activity compared to the wild type.

(WT).

Shanghai Al Laboratory | 36
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Our Related Work: Foundation Models for Science o=

Institute of Natural Sciences, Innovative .
Shanghai Jiao Tong University Computation Research cooperation

JCP, 157 (2022), 144102 'wi Stability of a RNA polymerase (#iF&4H, BHY)
JCP, 156 (2022), 014114 Working efficiency of a gene editing protein (EflABERR, FAME)
NeurlPS , 2022

1
2
3
Large-Scale Al Large- 4.  Stability of a kidney function test enzyme (Fif&4H, BAE)
5
6

General Stability/activity of a nucleic acid detection enzyme (RZAMEYEEE, |
Shang hai Al Lab '"f;:;t:‘ic‘l“"e h?lf)?jlgl J. cheminform.2023. Activity of non-natural nucleic acid polymerase (FREIBREIGEZR SIS
Large-scale Natural Language Model + High Computational Power Computational for " Activity of artemisinin B-farnesene synthase (it AZEETIZEEE, FAMH
Brie. in Bio., 2022 Power . A .
Efoﬁem Enterprise cooperation:
ngine- . . . —
e?ing 1. Alkaline resistance of an antibody (&Zz54k)
Integration of public data, scientific research 2. Substrate selectivity of an engineered enzyme (RAGHES)
collaborative data, enterprise cooperative data, / 3 Stability of a pharmaceutical enzyme (HESTAER)
totaling: 4.7 billion unique protein sequence Sﬂrf;?;irln%::ge 4. Activity of Nucleic Acid Polymerase (HRrtiC&)
proprietary database. 5. reverse transcriptase (EFEEH)
vs the largest public database BFD (2 billion)
Nat. Comm.,, 13, 7861 (2022)
Salesforce Research SJTU
Development Team Facebook (USA) (USA) (Research Group)
Model Name and ESM-1V ESM2 Progen (Xlarge) TemPL
Parameter Quantity (650 Million Parameters) (150 Million Parameters) (6.4 Billion Parameters) (650 Million Parameters)
Zero-Shot Model . . )
Accuracy Performance Comparison W/tﬁ Internationally
(Correlation coefficient 0.350 0.384 0.256 0.467 Renowned Teams or Companies
:f’ae;x‘:srgrfgﬁﬂg’"fofgg https://anxiv.org/abs/2304.03780
protein TM datasets)

Professor Hong Liang's Research Group at Shanghai Jiao Tong University



The Future Direction of the Medical Foundational Model

PaLM-E: A concrete multimodal language model.

ViT PaLM
22B 540B




nature

Foundation models for generalist
medical artificial intelligence

Propose a new paradigm for medical Al, which refer to as
generalist medical Al (GMAI)

Be capable of carrying out a diverse set of tasks using
very little or no task-specific labelled data.

Flexibly interpret different combinations of medical
modalities, including data from imaging, electronic health
records, laboratory results, genomics, graphs or medical
text

In turn produce expressive outputs such as free-text
explanations, spoken recommendations or image
annotations that demonstrate advanced medical
reasoning abilities

M. Moor, O. Banerjee, Z. Shakeri, et al. Foundation models for generalist medical artificial intelligence. Nature. 2023

Shanghai Al Laboratory |

Flexible interactions

Multimodal self-supervised training Medical domain knowledge

()
N—]
N—]

& RN—]
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Images EHRs

g o--

. Clinical Knowledge Multimodal inputs
Omics notes graphs and outputs
GMAI

Dynamic task specification

Chatbots for Interactive Augmented Grounded Text-to-protein Bedside decision
patients note-taking procedures radiology reports generation support

Reasoning with multiple
knowledge sources

Regulations: Application approval; validation; audits; community-based challenges; analyses of biases, fairness and diversity

a Bedside decision support
EHRs Audio Text

80 B

€ Augmented procedures

» Insulin
required! "

. To correct
- hyperkalaemia. ~~

Explain the object [
appearing on the left .. .q
on the screen.

b Grounded radiology reports

[Narrowed joint space|and|osteophytes|,
compatible with osteoarthritis of the /"‘
: ; °
right hip. :

The object resembles an
artery wall, situated close
proximity to the duodenum.

- Given size and location, it's
most likely the aorta

(aortoduodenal fistula). ((( ’
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Towards Generalist
Biomedical Al

Google

(1) MultiMedBench, a new multimodal biomedical benchmark, is curated.

(2) MultiMedBench encompasses 14 diverse tasks such as medical
question answering, mammography and dermatology image
interpretation, radiology report generation and summarization, and
genomic variant calling.

(3) Then introducing Med-PaLM M, large multimodal generative model
that flexibly encodes and interprets biomedical data including clinical
language, imaging, and genomics with thesameset of model weights.

(4) In a side-by-side ranking on 246 retrospective chest X-rays, clinicians
express a pairwise preference for Med-PaLM M reports over those
produced by radiologists in upto 40.50% of cases, suggesting potential
clinical utility.

D. Driess, M. Schaekermann, A. Karthikesalingam, V. Natarajan, et al. Towards Generalist Biomedical Al.
arXiv:i2307.14334. 2023
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Radiology
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e Future Direction of the Medical Foundational Model

Dermatology

¢

Mammography L
Medical
i 1 & = Question
s ‘.' Answering

| )
Medical Visual

Question
Answering

Medical Image
Classification

Med-PaLM M

Pathology

Radiology
Report
Summarization
Radiology
Report
Generation
=
v 3
Genomic
(= =) %E‘ Variant Calling
Medical \
Knowledge

MultiMedBench modalities and tasks

9
W
e

| o)

Mammography

Classification

> :
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(S
Genomic
Variant Calling

=
%
il |
Radio Report y
Generation
=
.
s
!
Radiology Report

Summarization

» - Best Prior Specialist Model Capability

S A Tonedligp
v
s
I

Dermatology
Classification

B

{

Visual Question
Answering

=

v

==

Medical

Question Answering

Med-PaLM M Capability

Task Type Modality Dataset Metric SOTA PE‘;IESE Med('l};:i])“ M
MedQA Accuracy  86.50% [61]  28.83% 69.68%
Question Answering Text MedMCQA Accuracy  72.30% [61]  33.35% 62.59%
PubMedQA Accuracy  81.80% [61]  64.00% 80.00%
ROUGE-L  38.70% [62]  3.30% 32.03%
Report Summarization ~ Radiology MIMIC-TIT BLEU 16.20% [62]  0.34% 15.36%
Fl-RadCGraph  40.80% [62]  8.00% 34.71%
i BLEU-1 71.03% [63]  59.19% 71.27%
Radiology VQA-RAD F1 N/A 38.67% 62.06%
Visual Slake-VOA BLEU-1 78.60% [64]  52.65% 92.7%
Question Answering F1 78.10% [64]  24.53% 89.28%
BLEU-1 70.30% [64]  54.92% 72.27%
Pathology Path-VOA F1 58.40% [64]  20.68% 62.69%
Micro-F1-14  44.20% [65]  15.40% 53.56%
Macro-F1-14  30.70% [65]  10.11% 39.83%
Micro-F1-5  56.70% [66]  5.51% 57.88%
Macro-F1-5 N/A 4.85% 51.60%
Report Generation  Chest X-ray MIMIC-CXR Fl-RadGraph  24.40% [14]  11.66% 26.71%
BLEU-1 39.48% [65]  19.86% 32.31%
BLEU-4  13.30% [66]  4.60% 11.50%
ROUGE-L  29.60% [67]  16.53% 27.49%
CIDEr-D  49.50% [68]  3.50% 26.17%
MIMIC-CXR Macro-AUC ~ 81.27% [69]  51.48% 79.09%
Chest X-ray - .
(5 conditions) Macro-F1 N/A 7.83% 41.57%
. Macro-AUC N/A 63.37% 97.27%
Dermatology  PAD-UFES-20 Macro-F1 N/A 1.38% 84.32%
VinDr-Mammo Macro-AUC  64.50% [49]  51.49% 71.76%
Jmage Classification Macro-F1 N/A 16.06% 35.70%
Mammography  CPIS-DDSM Macro-AUC N/A 47.75% 73.31%
(mass) Macro-F1 N/A 7.77% 51.12%
CBIS-DDSM Macro-AUC N/A 10.67% 82.22%
(calcification) MacroF1  70.71% [70]  11.37% 67.86%
Genomics PrecisionFDA IndelF1  99.40% [71]  53.01% 97.04%
(Variant Calling) (Truth Challenge V2) SNP-F1 99.70% [71]  52.84% 99.35%
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