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Gradient Descent: Effect of Step Size
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Gradient Descent: Effect of Step Size
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Gradient Descent: Effect of Step Size
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From random initialization

fx

e converges to ] only if 6 < 0.5
e converges to x5 only if 6 < 0.2

If the algorithm converges with § = 0.3, the solution is z7.
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Deep Linear Networks

T = WLWL_l--'W2W1£C
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Deep Linear Networks

T = WLWL_l--'W2W1£C

e Cost function has infinitely many local minimum

e Different dynamic characteristics at different optima
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Lyapunov Stability of Gradient Descent

Deep Linear Networks

Proposition
e AeRand A #0

e )\ is estimated as multiplication of scalar parameters {w;}

1
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Lyapunov Stability of Gradient Descent

Deep Linear Networks

Proposition
e AeRand A #0

e )\ is estimated as multiplication of scalar parameters {w;}

1
?30111}} 5( L...wgwl—)\)2.

For convergence to {w;} with w} ... wsw} = A, step size must satisfy
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Lyapunov Stability of Gradient Descent

Deep Linear Networks

e ¢ needs to be very small for equilibria with disproportionate {w;}

e For each 4, the algorithm can converge only to a subset of optima
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Lyapunov Stability of Gradient Descent

Deep Linear Networks

e ¢ needs to be very small for equilibria with disproportionate {w;}
e For each 4, the algorithm can converge only to a subset of optima

e No finite Lipschitz constant for the gradient on the whole
parameter space
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Deep Linear Networks

Theorem

o {Ti}ic|n] satisfies % Zfil iz =1
e R is estimated as multiplication of {W;} by
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Deep Linear Networks

Theorem

o {Ti}ic|n] satisfies % Zfil iz =1

e R is estimated as multiplication of {W;} by
W ZN |Rx; — WL W. WoWiz;|2
g}{}ﬁ ON =1 X LWEL-1 2W1Zi||o

Assume the gradient descent algorithm with random initialization has
converged to R. Then,

almost surely.

9 )L/(2L—2)
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Deep Linear Networks

Theorem

o {Ti}ic|n] satisfies % Zfil iz =1

e R is estimated as multiplication of {W;} by
W ZN |Rx; — WL W. WoWiz;|2
g}{}ﬁ ON =1 X LWEL-1 2W1Zi||o

Assume the gradient descent algorithm with random initialization has
converged to R. Then,

s almost surely.

B < ( 9 )L/(2L—2)

e Step size bounds the Lipschitz constant of the estimated function
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Deep Linear Networks

Theorem

o {Ti}ic|n] satisfies % Zfil iz =1

e R is estimated as multiplication of {W;} by
W ZN |Rx; — WL W. WoWiz;|2
g}{}ﬁ ON =1 X LWEL-1 2W1Zi||o

Assume the gradient descent algorithm with random initialization has
converged to R. Then,

9 )L/(2L—2)

p(R) < (B

almost surely.

e Step size bounds the Lipschitz constant of the estimated function
e Contrary to ordinary-least-squares
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Deep Linear Networks

Symmetric PSD matrices:
e The bound is tight with identity initialization

o Identity initialization allows convergence with the largest step size
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Nonlinear Networks Poster #8
Two-layer ReLU network:

x — WlVx—0b)y
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Nonlinear Networks Poster #8
Two-layer ReLU network:

x — WlVx—0b)y

Let f: R™ — R" be estimated by

o1 N )
min 535 WV~ by — f()l3.
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Nonlinear Networks Poster #8
Two-layer ReLU network:

x — WlVx—0b)y

Let f: R™ — R" be estimated by

N 2
min 230 W (Vs =), = 7l
If the algorithm converges, then the estimate f(x;) satisfies

1
<

almost surely.
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