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Classification with Deep Neural Networks
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Classification with Deep Neural Networks
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Deep Feature Representations Decision Planes





Response to Qul of Diskribution Samples - CIFAR Samples
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Response to Qul of Distribution Samples - CIFAR Samples
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Response to Out of Distribution Samples - NIST Letters
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Handwritten Character Recognition Using
Neural Network Architectures Owne of Fhe QQT‘“.QS& QPPTQQCkQS

1\ ”
0. Matan, R. K. Kiang, C. E. Stenacd, B. Boser, fOT’ none of the above” or

J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, “Mone of knowi classes” - 1990
L. D. Jackel, and Y. Le Cun
AT&T Bell Laboratories, Holmdel, N. J. 07733

output feld cox T TE o
are other interesting theoretical qualities of™Softmax, such as its connection
to the entropy of the system (Bridle, 1989). The form of Softmax is the
following:

Abstract

We have developed a neural-network architecture for recognizing
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Where O, is the activation level of output unit 7, and 5, is the Softmax

score for class i. We have slightly modified this function by adding an
additional term to the denominator:
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The term involving a essentially represents the activation level of an
artificial IV +1st category, the “none of the above” category. It will cause
reduction of the score when the highest active unit has a low absolute value.

oftmax considers competition between the mo
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following:

Abstract

We have developed a neural-network architecture for recognizing

Standard Softmax

Where O, is the activation level of output unit 7, and 5, is the Softmax

score for class i. We have slightly modified this function by adding an
additional term to the denominator:
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The term involving a essentially represents the activation level of an
artificial NV +1st category, theca.tegory. It will cause
reduction of the score when the highest active unit has a low absolute value.

considers competition between the mo
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Background Class Approach
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Background Class Approach
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Observation from Default Response - Leading to Qur Approach
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Observation from Default Response - Leading to Our Approach

Magnitude of Deep Feature Representations of

Known Samples > Unknown Samples

Magnitude of Feature Vector Entropy

Knowns Unknowns Knowns Unknowns
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Observation from Defoull Response - Leading to Our Approach

Magnitude of Deep Feature Representations of

Known Samples > Unknown Samples
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Our Approack
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Our Approack

Eih&roric Ope.w"Se.l: Loss

(_ log S.(x) if x € D, Increase Entropy
Margin

Jg(x) =+

C
1
- Z log S.(x) if x € Dy
. c=1

Increases entropy of the softmax scores for unknwons
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Our Approack

Eiu&ropit: Ope.w"Se.!: Loss

[ 1og S, (x) if x € D, Increase Entropy
Margin

Jg(x) =+

C
1
- z log S.(x) if x € Dy
. c=1

Increases entropy of the softmax scores for unknwons

Objectosphere Loss

Increase Deep 3 - . ,
Feature Magnitude Je@@) = Jp + max($ 2” F(x) II,0)* —logSc(x) l.fx € DC,
Margin I F () if x € Dy

Minimizing the Euclidean length of deep representations for unknonwns
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Novel Evaluation Metric : Open Set Recognition Curve
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Thank Youl

What's at the Poster B#100 ?

* Why this works!

* Drawbacks of current evaluation techniques

* Discussion of Openset deep networks

* Performance on wider networks like ResNet-18

* Implementing Entropic Open-Set loss in 1-line of code ©

Thoughts and comments are welcome at adhamija@vast.uccs.edu
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